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A reduced-order modeling of nonlinear and unsteady aerodynamics based on indicial (step)

response functions and Duhamel’s superposition integral is presented. These time-domain models

could predict the unsteady aerodynamic responses of an aircraft performing any arbitrary motion

over a wide range flight regime, but require calculating a large number of response functions. A

method to efficiently reduce the number of indicial response calculations is tested. This method uses

a time-dependent surrogate model (input/output mapping) to fit the relationship between flight

conditions and response functions from a limited number of response simulations (samples). Each

sample itself is directly calculated from unsteady computational fluid-dynamic simulations and a

grid-motion tool. An important feature of this approach is uncoupling the effects of angle of attack

and pitch rate from pitching motions. The aerodynamic models are then created with predicted

indicial functions at each time instant using the surrogate model. This model is then applied for

aerodynamics modeling of a generic fighter configuration performing arbitrary pitching and

plunging motions at various Mach numbers. Results presented show that reduced-order models

can accurately predict time-marching solutions of aircraft for a wide range of motions, but with

the advantage that reduced-order model predictions require on the order of a few seconds once the

model is created. The results also demonstrate that the surrogate model being tested aids in

reducing the overall computational efforts to develop reduced-order models.

T
he unsteady aerodynamic forces and
moments acting on a fast-maneuvering
fighter aircraft can have a significant
effect on the aircraft’s calculated sta-
bility and control characteristics. Some

observed unsteady aerodynamic phenomena include
aircraft buffeting, wing rock, roll reversal, and directional
instability (Pamadi 2004). The aeroelastic instabilities of
flutter or limit-cycle oscillations are also associated with
unsteady aerodynamic loads (Wright and Cooper 2008).
Despite great efforts using the best available predictive
capabilities, nearly every major fighter program since
1960 has had costly issues with nonlinear aerodynamic or
fluid–structure interactions that were not discovered
until flight testing (Chambers and Hall 2004). Some
recent aircraft that have experienced unexpected charac-
teristics are the F/A-18, F-18E, and F-22 (Chambers
and Hall 2004; Hall, Woodson, and Chambers 2005).
The lack of a full understanding of unsteady aerody-
namics typically leads to ‘‘cut and try’’ efforts, which
result in very expensive and time-consuming solutions

(Hall 2004). Current tools of computational fluid
dynamics (CFD) have recently become credible for
modeling unsteady nonlinear physics and hence would
help to reduce the amount of wind-tunnel and flight
testing required (Silva 1993). With advanced computing
techniques, one straightforward way to calculate un-
steady aerodynamics of a maneuvering aircraft is to
develop a full-order mathematical model based on direct
solution of the discretized Navier–Stokes equations
coupled with the dynamic equations governing the
aircraft’s motion (Ghoreyshi, Jirásek, and Cummings
2011). A full-order model for stability-and-control
analysis is a computationally very expensive approach,
since such a model requires a large number of coupled
computations for different values of motion frequency
and amplitude. An alternative approach to solving the
full-order model is to develop a reduced-order model
(ROM) that seeks to approximate CFD results by
extracting information from a limited number of full-
order simulations. Ideally, the specified ROM can
predict aircraft responses over a wide range of amplitudes
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Ghoreyshi, M., A. Jirásek, and R. M. Cummings.
2012. Computational investigation into the use of
response functions for aerodynamic loads modeling.
AIAA Journal 50 (6): 1314–1327.

Gottlieb, J. J., and C. P. T. Groth. 1998.
Assessment of Riemann solvers for unsteady one-
dimensional inviscid flows of perfect gasses. Journal of

Fluids and Structure 78 (2): 437–458.
Hall, R. M. 2004. Overview of the Abrupt Wing

Stall Program. Progress in Aerospace Sciences 40 (7):
417–452.

Hall, R. M., S. H. Woodson, and J. R. Chambers.
2005. Accomplishments of the Abrupt-Wing-Stall
Program. Journal of Aircraft 42 (3): 653–660.

Huang, X. Z. 2000. Wing and fin buffet on the

Standard Dynamic Model. RTO Technical Report
RTO-TR-26. Quebec, Canada: The Research and
Technology Organization (RTO) of NATO.

Jeans, T., D. McDaniel, R. M. Cummings, and W.
Mason. 2009. Aerodynamic analysis of a generic
fighter using delayed detached-eddy simulations.
Journal of Aircraft 46 (4): 1326–1339.

Jermey, C., and L. B. Schiff. 1985. Wind tunnel
investigation of the aerodynamic characteristics of the
Standard Dynamics Model in coning motion at Mach

Ghoreyshi, Post, & Cummings

362 ITEA Journal



pitch-damping derivatives, but extraction of dynamic
derivatives from harmonic motions results in the in-phase
and out-of-phase components (Leishman 1993), requiring
additional work to separate each derivative from these
components.

ROM predictions
A ROM is now created along with a time-

dependent surrogate model to determine the terms in
Equations 1 and 2 at each time step. The validity of the
ROM is tested for several arbitrary pitching and
plunging motions. These motions start from different
steady-state conditions (not being used at sample
design) and run for different amplitudes and frequen-
cies. Note that the plunge motions have no rotation,
but the angle of attack changes due to the vertical
displacements of the grid; this angle is named the
effective angle of attack, denoted by ae:

ae~ tan{1
_hh

V

� �
, ð18Þ

where h
?

shows the vertical displacement of the grid and
V is the free-stream velocity. The maximum effective
angle of attack for a plunge starting at a zero-degree
angle of attack is determined by the Strouhal number, St

5 2fH/V, such that amax
e ~ tan{1 (pSt), where f is the

frequency and H is the plunge amplitude. The ROM
predictions are compared with time-accurate CFD
simulations in Figures 10 and 11. The time-accurate
solutions are labeled as ‘‘CFD’’ in the plots. Figures 10
and 11 show that the ROM lift and pitch moment
predictions agree well with the full-order CFD
simulation values. Small discrepancies are found in the
pitch moment predictions at negative angles of attack.
This is likely due to the fact that SDM pitch moment is
not symmetric with angle of attack, and hence the
response functions generated at positive angles cannot
predict the slope changes correctly. Note that the
average cost of generating each full-order simulation is
around 1,280 CPU hours, while the ROM predictions
require on the order of a few seconds.

Conclusions
The use of indicial functions for unsteady- and

nonlinear-aerodynamics modeling of a generic fighter
configuration was investigated in this article. Only the
longitudinal aerodynamic forces and moments were
considered; thus, the aircraft responses corresponding
to a step change in angle of attack and pitch rate were
found. The step functions were calculated using a CFD
and grid-motion approach for a set of samples defined
in the space of angle of attack and Mach number. The
results show that indicial functions have a peak response

at initial time steps. This is related to a traveling
acoustic wave formed by the flow disturbance. At
higher Mach numbers, the peak values are diminished
due to compressibility. A time-dependent surrogate
model was used to interpolate these functions for the
new conditions. The ROMs were tested by comparison
of the model output with time-accurate CFD simula-
tions for several motions. The results show that
predictions agree well with full-order CFD simulation
values. Future work will extend this study to include
samples generated by Latin hypercube sampling and
generate ROMs for maneuvers with six degrees of
freedom. C
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the experimental pitch moment data, although the CFD
data do not include the effects of rate of change of angle of
attack, i.e., Cm

:
a. Typically, Cmq is the largest factor in the

sum CmqzCm
:
a, typically accounting for 90 percent of the

sum. Again, the underestimation of experimental data is
likely due to different inlet geometries in the wind-tunnel
and the SDM geometry used. Note that the indicial-
function approach allows the direct calculation of

Figure 11. ROM prediction of pitching motions.
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moment have initial peaks due to the initial
perturbations and asymptotically reach the steady-
state value. Figure 8 shows that increasing Mach
numbers result in the increase of steady-state CLq and
the decrease of steady-state Cmq (the so-called pitch-
damping derivative). Figure 9 compares the steady-

state Cmq values calculated from the CFD code with
the out-of-phase components of pitch moment
derivative—i.e., CmqzCm

:
a—measured at different

Mach numbers and zero angle of attack; these experimen-
tal data are detailed by Da Ronch et al. (2012). Like the
static predictions, the CFD values slightly underestimate

Figure 10. ROM prediction of plunging motions. In above v is angular velocity and k is reduced frequency.
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using factorial design; these points are shown in
Figure 6. The indicial functions are calculated using
the CFD and grid-motion approach for each sample
condition. All these calculations started from a
steady-state solution such that the Mach number in
the steady-state simulations corresponds to each
sample Mach number. For the indicial functions
due to angle of attack, the steady-state angle of
attack is set to zero degrees, but for the indicial
functions due to pitch rate, the steady angle of attack

corresponds to each sample a. The step-function
calculations are second order in time with a
nondimensional time step of Dt* 5 Dt.V/c 5 0.01.
For more details on time-step selection, the reader is
referred to the work of Cummings, Morton, and
McDaniel (2008).

The calculated indicial functions due to angle of
attack are shown in Figure 7 for M 5 0.3 and M 5 0.6.
Figures 7(a) and 7(b) show that the indicial lift has a
peak at s 5 0 followed by a rapidly falling trend. The
lift again builds up and asymptotically reaches the
steady-state value. The pitch moment has a negative
peak at s 5 0, as shown in Figures 7(c) and 7(d). The
initial peak can be explained based on the energy of
acoustic-wave systems created by the initial perturba-
tion (Ghoreyshi and Cummings 2012). The most
obvious difference between responses at low and high
speeds is that the initial peak becomes smaller for higher
speeds. An explanation is given by Leishman (1993):
this is due to the propagation of pressure disturbances at
the speed of sound, as compared with the incompress-
ible case, where the disturbances propagate at infinite
speed. Figure 7 also shows that the initial values of the
indicial functions are invariant with angle of attack, but
the intermediate trend and steady-state values change
depending on the angle of attack. Although the final
values of indicial lift are nearly unchanged for angles of
attack below five degrees, the pitch moment’s final
values are different even at small angles of attack, due to
vortices on the wing.

The effects of Mach number on the lift and pitch
moment indicial functions are shown in Figure 8. As
with angle-of-attack response, the lift and pitch

Figure 8. Lift and pitch moment indicial solutions due to pitch rate for a 5 0u. The pitch axis and moment reference point are located

at 35 percent Mean Aerodynamic Center (MAC).

Figure 9. Validation of Cmq values calculated from pitch-rate

indicial functions. Experimental data are from Da Ronch

et al. (2012).
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other toward the trailing edge of the wing, as shown in
Figure 5(c). With a slight increase in angle of attack, the
wing vortex appears to break down quickly, as shown in
Figure 5(d). The vortex breakdown leads to a smaller
rate of increase in lift and a negative pitch moment
slope.

The vortex-breakdown phenomenon is asymmetric,
and hence the lateral force and moment coefficients
suddenly start to change very fast. At 22 degrees, the
strake vortex is also burst, as shown in Figure 5(e).
Finally, at 25 degrees there is no sign of a wing vortex,
as shown in Figure 5(f).

Calculation of indicial functions
The indicial response functions in this article are

interpolated from some available samples in the space
of angle of attack and free-stream Mach number.

Note that these functions only need to have
dependency on angle of attack and Mach number,
and once they have been calculated they can be used
to predict the aerodynamic response to any frequency
of interest. The samples could be generated using
methods of factorial designs, Latin hypercube
sampling, low-discrepancy sequences, or designs
based on statistical optimality criteria (A-, D- and
G-optimal designs; Mackman et al 2011). Factorial
designs are extremely simple to construct and have
been used in this work. The considered SDM
motions encompass a and M values in the ranges
of [210u, 10u] and [0.3, 0.7], respectively. Assuming
symmetrical flow solutions with respect to the angle
of attack, the indicial functions are only calculated
for positive angles of attack. A set of samples
including 50 points is defined on the a and M space

Figure 7. Nonlinear lift and pitch moment indicial solutions due to angle of attack for M 5 0.3 and 0.6.
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movement of vortex breakdown has significant effects
on the pitching moment. Validation of CFD codes for
predicting these effects can be a very challenging task.

In this article, only unsteady RANS calculations are
used. A full-span geometry mesh is available, shown in
Figure 3. The mesh was generated in two steps. In the
first step, the inviscid tetrahedral mesh was generated
using the ICEM CFD code. This mesh was then used
as a background mesh by TRITET (Tyssel 2000a,
2000b), which builds prism layers using a frontal
technique. TRITET rebuilds the inviscid mesh while
respecting the size of the original inviscid mesh from
ICEM CFD. The full-span geometry mesh consists of
a nine-million-point mesh and 19.5 million cells.

Results
Static predictions

Wind-tunnel experiments (Huang 2000) were first
used to validate the CFD predictions at low speed.
The conditions of the tests were V 5 110 m/s, Re 5

0.57 million (Re5Reynolds number), and b 5 5u for
a 5 0 to 90u. All CFD simulations were run at free-
stream conditions consistent with flow conditions in
wind-tunnel tests. For the flow solution, RANS
equations are discretized by second-order spatial and
temporal operators. The turbulence models used are
Spalart–Allmaras (Spalart and Allmaras 1992),
Spalart–Allmaras with rotation/curvature correction
(SARC; Spalart and Schur 1997), and Menter’s
(1994) shear stress transport (SST). The relatively
low-cost Spalart–Allmaras model is the most popular
one-equation turbulence model for flows with an
attached boundary layer (McCallen, Browand, and
Ross 2004), but the model has a large viscosity in the

core of vortices that results in diffusion of the vortex
structure (Schröder 2010). On the other hand, the
SARC model provides a lower eddy viscosity for
vortical flow predictions (Schröder 2010). The SST
model is a hybrid k 2 e and k 2 v turbulence model
(Morton, Cummings, and Kholodar 2004). Typical e
2 v models are well behaved in the near-wall region,
where low-Reynolds-number corrections are not
required. However, they are generally sensitive to
the free-stream values of v. On the other hand, k 2 e
models are relatively insensitive to free-stream
values, but behave poorly in the near-wall region.
The SST model uses a parameter F1 to switch from k
2 v to k 2 e in the wake region to prevent the
model from being sensitive to free-stream conditions
(Morton, Cummings, and Kholodar 2004).

All simulations were computed on an unstructured
mesh with prisms in the boundary layer and tetrahedra
elsewhere on full-span geometry. The cases were run
on the Cray XE6 and Cray XE6 (open system)
machines at the Engineering Research Development
Center (Garnet, with 2.7 GHz core speed, and
Chugach, with 2.3GHz core speed), which have
approximately 20,000 and 11,000 cores, respectively.
The total run times of 1,000 iterations using 128
processors for the SARC and SST turbulence models
were 5 and 6 hours, respectively. The static force and
moment coefficients are compared with experiments in
Figure 4.

The comparisons show that there is a good
agreement between RANS predictions and the mea-
surements for angles of attack below 25 degrees.
However, all turbulence models predict a positive pitch
moment slope at zero degrees, while experiments show
a falling trend at this angle. This is likely due to
different inlet geometries in wind-tunnel and free-
flight models. At five degrees, a pair of vortices
emanating from strake and wing leading edge have
formed, as shown in Figure 5(a). These vortices do not
exhibit breakdown and do not interact over the
airframe. The vortex formation causes additional
increase of lift and pitch moment coefficients. In
experimental tests, the sign of pitch moment is
reversed at this angle, while CFD shows a jump in
the moment rate of increase. No significant changes in
lateral force and moment coefficients were observed at
this angle.

The vortices grow in size and strength with increasing
angle of attack. At 10 degrees, the center of a vortex of
the wing is shifted laterally while the shedding point is
moved forward, as shown in Figure 5(b). There are still
no signs of vortex breakdown. The lateral moments
slightly change due to the movement of the wing vortex.
Around 14 degrees, the two vortices wind around each

Figure 6. Design samples.
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Figure 5. SDM flow-field visualization. The calculations are for a Mach number of 0.3 and b 5 5 using the SARC turbulence model.
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Figure 4. Static aerodynamic predictions at V0 5 100 m/s and b 5 b is side-slip angle.
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(1998). Next the vector of R(m 3 1) is defined from
correlations between the new design parameter x0 and the m

sample points, based on the distance formula in Equation 12:

r~

exp {
d x1,x0ð Þ

s2

� �

exp {
d x2,x0ð Þ

s2

� �

..

.

exp {
d xm,x0ð Þ

s2

� �

2
66666666664

3
77777777775
: ð14Þ

Now
~
Zi x0ð Þ can be estimated as

~
Zi x0ð Þ~

Xn

j~0

bij f j x0ð ÞzrT R{1 Zi Dð Þ{Fb½ �, ð15Þ

where b is the n + 1–dimensional vector of regression
coefficients; Zi(D) is the observed responses at time step i 5

1, 2, . . . , p; and matrix F is

F~

f0 x1ð Þ f1 x1ð Þ � � � fn x1ð Þ
..
. ..

.
P

..

.

f0 xmð Þ f1 xmð Þ � � � fn xmð Þ

2
664

3
775: ð16Þ

The total response at x0 is then a combination of the
predicted values of each surrogate model:

~ZZ x0ð Þ~ ~ZZ1 x0ð Þ,~ZZ2 x0ð Þ, . . . ,~ZZp x0ð Þ
� �

: ð17Þ

Test case
The Standard Dynamics Model (SDM) is a generic

fighter configuration based on the F-16 platform. The
model includes a slender strake-delta wing, horizontal

and vertical stabilizers, ventral fins, and a blocked-off
inlet section. The three-view drawing is shown in
Figure 2. This geometry has been tested extensively at
various wind-tunnel facilities to collect wind-tunnel
data (Balakrishna and Niranjana 1987; Beyers 1984;
Jermey and Schiff 1985). Note that slightly different
geometries were used in previous studies.

The lifting surfaces (strake, wing, and tail) have a
thin airfoil with sharp leading edges. This enforces a
fixed separation point in the leading edge and the
formation of vortices over the surface. The vortex-
induced suction pressure accounts for the additional
lift, named vortex lift, which helps to delay stalling.
The complex interaction of strake and wing vortices
creates very nonlinear aerodynamic characteristics.
Also, at high angles of attack, these vortices break
down and cause a sudden reduction in lift. The forward

Figure 2. Standard Dynamic Model (SDM) layout (Huang 2000).

Figure 3. The SDM aircraft-surface mesh model.
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construct this surrogate model, the responses at each
time step are assumed as a separate set, such that each
column of the output matrix is a partial realization of
the total response. In this sense, p surrogate models are
created; they are denoted as Zi(D) for i 5 1, 2, . . . , p.
A universal-type kriging function (Ghoreyshi, Bad-
cock, and Woodgate 2009) is used to approximate
these models. Each Zi(D) function can be approxi-
mated as the sum of a deterministic mean (trend) m and
a zero-mean spatial random process of e with a given
covariance structure of s2; therefore each function
value at the new sample of x0 is

~ZZi x0ð Þ~mzE , ð10Þ
where the tilde shows that the surrogate model is an
approximation of the actual function. Universal
kriging, which is used in this article, assumes that
the mean value m is a linear combination of known
regression functions of f0(x), f1(x), . . . , fn(x). In this
article, the linear functions are used; therefore, f0(x) 5

1 and fj(x) 5 xj for j 5 1, 2, . . . , n. This changes
Equation 10 to

~ZZi x0ð Þ~
Pn
j~0

bij f j x0ð ÞzE , ð11Þ

where bij represent the regression coefficient for the jth
regression function of the response function at time
step i 5 1, 2, . . . , p. To estimate the spatial random
process of e, a spatially weighted distance formula is
defined between samples given in matrix D such that
for sample xi and xj, the distance is written as

d xi,xj

� 	
~
Pn
h~1

hh x
(i)
h {x

(j)
h




 


ph

, ð12Þ

where the vertical bars indicate the Euclidean distance,
the parameter hh $ 0 expresses the importance of the
hth component of the input vector, and the exponent
ph (M [0, 1]) is related to the smoothness of the
function in the coordinate direction h. A correlation
matrix R(m 3 m) with a Gaussian spatial random
process is then defined as

R~

exp {
d x1 ,x1ð Þ

s2

h i
exp {

d x1 ,x2ð Þ
s2

h i
� � � exp {

d x1,xmð Þ
s2

� �

..

. ..
.

P
..
.

exp {
d xm ,x1ð Þ

s2

h i
exp {

d xm ,x2ð Þ
s2

h i
� � � exp {

d xm,xmð Þ
s2

� �

2
6666664

3
7777775
: ð13Þ

To compute the kriging model, values must be
estimated for bij, a, hh, and ph. These parameters can
be quantified using the maximum-likelihood estima-
tor, as described by Jones, Schonlau, and Welch

Figure 1. The grid motion for modeling a step change in angle of attack and pitch rate.

(13)
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factorization. To accelerate the convergence solution of
the discretized system, a point-implicit method using
analytic first-order inviscid and viscous Jacobians is
used. A Newtonian subiteration method is used to
improve the time accuracy of the point-implicit
method. Tomaro, Strang, and Sankar (1997) converted
the code from explicit to implicit, enabling Courant–
Friedrichs–Lewy numbers as high as 106. The Cobalt
solver has been used at the Air Force Seek Eagle Office
and the United States Air Force Academy for a variety
of unsteady nonlinear aerodynamic problems of
maneuvering aircraft (Forsythe, Hoffmann, et al.
2002; Forsythe, Squires, et al. 2004; Forsythe and
Woodson 2005; Jeans et al. 2009; Morton et al. 2002).

CFD calculation of indicial functions
In this article, the indicial functions are directly

calculated from Unsteady Reynolds-Averaged Navier
Stokes (URANS) simulations using a grid-motion
tool. Cobalt, the flow solver used, uses an arbitrary
Lagrangian–Eulerian formulation and hence allows all
translational and rotational degrees of freedom (Ghor-
eyshi, Jirásek, and Cummings 2012). The code can
simulate both free and specified motions with six
degrees of freedom. The rigid motion is specified from
a motion input file. For the rigid motion, the location
of a reference point on the aircraft is specified at each
time step. In addition, the rotation of the aircraft about
this reference point is also defined using the rotation
angles of yaw, pitch, and roll (bank). The aircraft
reference-point velocity Va in an inertial frame is then
calculated to achieve the required angles of attack and
sideslip, and the forward speed. The velocity is then
used to calculate the location. The initial aircraft
velocity V0 is specified in terms of Mach number, angle
of attack, and sideslip angle in the main file. The
instantaneous aircraft location for the motion file is
then defined from the relative velocity vector Va–V0.
For CFD-type calculation of a step change in angle of
attack, the grid immediately starts to move at t 5 0 to
the right and downward, as shown in Figure 1. The
translation continues over time with a constant velocity
vector. Since there is no rotation, all the effects on
aerodynamic loads are from changes in the angle of
attack. For a unit step change in pitch rate, the grid
moves and rotates simultaneously. The grid starts to
rotate with a unit pitch rate at t 5 0. To hold the angle
of attack at zero during the rotation, the grid moves
right and upward in Figure 1. All indicial function
computations started from a steady-state solution and
then advanced in time using second-order accuracy
with five Newton subiterations. The steady-state
solutions correspond to a zero-degree angle of attack
and sideslip for the Mach number of interest.

Surrogate-based modeling of indicial functions
Having an ROM to predict the aerodynamic

responses to any arbitrary motion over a wide flight
regime could become a very expensive approach,
because a large number of indicial functions need to
be computed. In order to achieve a reasonable
computational cost, a special time-dependent surro-
gate-based modeling approach is adapted to predict
indicial responses for a new point from available
(observed) responses. These observed responses are
viewed as a set of time-correlated spatial processes
where the output is considered a time-dependent
function. Romero et al. (2004) have developed a
framework for multistage Bayesian surrogate models
for the design of time-dependent systems and tested
their model for free vibrations of a mass-spring-
damper system assuming the input parameters of
stiffness and damping factor at different initial
conditions. This framework is examined for reduced-
order modeling of nonlinear and unsteady aerodynamic
loads. Assume an input vector of x(t) 5 [x1(t),
x2(t), . . . , xn(t)], where n represents the dimension-
ality of the input vector. To construct a surrogate
model for fitting the input–output relationship, the
unsteady aerodynamic responses corresponding to a
limited number of input parameters (training param-
eters or samples) need to be generated. Design-of-
experiment methods, for example, can be used to select
m samples from the input space. The input matrix D(m
3 n) is then defined as

D~

x11 x12 � � � x1n

x21 x22 � � � x2n

..

. ..
.

P
..
.

xm1 xm2 � � � xmn

2
66664

3
77775, ð8Þ

where rows correspond to different combinations of
the design parameters. For each row in the input
matrix, a time-dependent response was calculated at p

discrete values of time; this information is summarized
in the output matrix of Z(m 3 p) as

Z~

y11 y12 � � � y1p

y21 y22 � � � y2p

..

. ..
.

P
..
.

ym1 ym2 � � � ymp

2
666664

3
777775

, ð9Þ

where for modeling of aerodynamic loads, p equals the
number of iterations used in time-marching CFD
calculations. The objective of surrogate modeling is to
develop a model that allows prediction of the
aerodynamic response of y(x0) 5 (y01, y02, . . . , y0p)
at a new combination of input parameters x0. To
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The unsteady-lift coefficient at time t is obtained by

CL tð Þ~CL0
Mð Þz d

dt

ðt

0

CLa
t{t, a, Mð Þa tð Þdt

� �
z

d

dt

ðt

0

CLq t{t, a, Mð Þq tð Þdt
� �

,

ð1Þ

where CL0
denotes the zero-angle-of-attack lift coef-

ficient (found from static calculations) and M denotes
the free-stream Mach number. Note that the indicial
response function with respect to the rate of change of
velocity—i.e., V̇—is assumed to be small and is not
modeled. Likewise, the time responses in pitch
moment due to the step changes in a and q are
denoted as Cma and Cmq, and the pitch moment is
estimated as follows:

Cm tð Þ~Cm0(M)z
d

dt

ðt

0

Cma t{t, a, Mð Þa tð Þdt
� �

z

d

dt

ðt

0

Cmq t{t, a, Mð Þq tð Þdt
� �

:

ð2Þ

The unsteady effects in drag force are assumed to be
small and therefore are not discussed here. The
response function due to pitch rate—i.e., Cjq(a, M)
for j 5 L, m—can be estimated using a time-
dependent interpolation scheme from the observed
responses. This value is next used to estimate the
second integrals in Equations 1 and 2; however, the
estimation of the integral with respect to the angle of
attack needs more explanation. Assuming a set of
angle-of-attack samples of a 5 [a1, a2, . . . , an] at free-
stream Mach numbers of M 5 [M1, M2, . . . , Mm], the
pitch moment response to each angle of ai, where i 5

1, 2, . . . , n, at Mach numbers of Mj, where j 5

1, 2, . . . , m, is denoted as Aa(t, ai, Mj). In these
response simulations, a(t) 5 0 at t 5 0 and is held
constant at ai for all t . 0. For a new angle of a* . 0 at a
new free-stream Mach number of M*, the responses of
Aa(t, ak, M*) are interpolated at ak 5 [a1, a2, . . . , as],
such that 0 , a1 ,a2 , ,as and as 5 a*. These angles
can have a uniform or nonuniform spacing. The indicial
functions of Cjak for k 5 1, . . . , s at each interval of
[ak–1, ak] are defined as

Cja1
~

Aa t, a1, M�ð Þ{Cj0 M�ð Þ
a1

ð3Þ

and

Cjak
~

Aa t, ak, M�ð Þ{Aa t, ak{1, M�ð Þ
ak{ak{1

, ð4Þ

where Cj0 denotes the zero-angle-of-attack pitch mo-
ment coefficient. The interval indicial functions are then
used to estimate the values of the first integrals in

Equations 1 and 2. These steps can easily be followed for
a negative angle of attack, i.e., a* , 0. The functions of
CLa(t, a, M), Cma(t, a, M), CLq(t, a, M), and
Cmq(t, a, M) are unknown and will be determined in
this article using CFD with a grid-motion approach,
along with a time-dependent surrogate model.

CFD solver
The flow solver used for this study is the

commercially-available flow solver Cobalt (Strang,
Tomaro, and Grismer 1999), which solves the
unsteady, three-dimensional, and compressible Na-
vier–Stokes equations in an inertial reference frame.
These equations in integral form are

L
Lt

ððð
Q dV z

ðð
f îizĝjjzhk̂k
� �

:n̂n dS~

ðð
r̂iizŝjjztk̂k
� �

:n̂n dS,

ð5Þ

where V is the volume of the fluid element; S is the
surface area of the fluid element; n̂ normal to S; î, ĵ, and
k̂ are the Cartesian unit vectors; and Q 5

(r, ru, rv, rw, re)T is the vector of conserved vari-
ables, where r represents air density, u, v, and w are
velocity components, e is the specific energy per unit
volume, and the superscript T denotes the transpose
operation (Da Ronch et al. 2012). The vectors of f, g,
and h represent the inviscid components:

f~ ru,ru2zp,ruv,ruw,u(rezp)
� �T

,

g~ rv,rv2zp,rvu,rvw,v(rezp)
� �T

,

h~ rw,rw2zp,rwu,rwv,w(rezp)
� �T

:

ð6Þ

The vectors of r, s, and t represent the viscous
components:

r~ 0,txx,txy,txz,utxxzvtxyzwtxzzkTx

� 	T
,

s~ 0,txy,tyy,tyz,utxyzvtyyzwtyzzkTy

� 	T
,

t~ 0,txz,tzy,tzz,utxzzvtzyzwtzzzkTz

� 	T
,

ð7Þ

where tij are the viscous stress tensor components, T is
the temperature, and k is the thermal conductivity. The
ideal gas law and Sutherland’s law close the system of
equations, and the entire equation set is nondimen-
sionalized by free-stream density and speed of sound
(Strang, Tomaro, and Grismer 1999). The Navier–
Stokes equations are discretized on arbitrary grid
topologies using a cell-centered finite volume method.
Second-order accuracy in space is achieved using the
exact Riemann solver of Gottlieb and Groth (1998)
and least-squares gradient calculations using QR
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and frequencies in a fraction of a few seconds of
computational time without the need of running CFD
tools again.

This article considers the development of ROMs
based on indicial functions that allow the prediction of
pitching and plunging responses of a fighter aircraft
within the space of frequency, amplitude, and Mach
number. The transient aerodynamic response to a step
change in a forcing parameter, such as angle of attack
or pitch rate, is an indicial function. Assuming that the
indicial functions are known, the aerodynamic forces
and moments induced in any arbitrary maneuver can be
estimated in the time domain by means of the well-
known Duhamel’s superposition integral (Leishman
and Nguyen 1989). The indicial functions can be
derived from analytical, CFD, or experimental meth-
ods (Librescu and Song 2006). Limited analytical
expressions of indicial functions exist for two-dimen-
sional airfoils. For incompressible flows, Wagner
(1925) was the first to detail the analytical unsteady
lift of a thin airfoil undergoing a plunging motion
using a single indicial function (the so-called Wagner’s
function), with its exact values known in terms of
Bessel functions. For unsteady, compressible flows past
two-dimensional airfoils, Bisplinghoff, Ashley, and
Halfman (1996) have also described an exponential
approximation to the exact solutions of indicial
functions at different Mach numbers. However, these
analytical expressions are not valid for aircraft config-
urations.

The efforts to estimate the indicial functions for
aircraft configurations can be classified into two
groups: the direct and the indirect methods. Leishman
(1993) has presented an indirect technique for
identifying indicial functions from aerodynamic re-
sponses due to harmonic motions. However, the
derived indicial functions using indirect methods
depend largely on the quality of motion, e.g.,
amplitude, Mach number, and frequency. Experimen-
tal tests are limited for high frequencies and Mach
numbers, and practically nonexistent for direct indicial-
function measurements. An alternative is to use CFD,
but special considerations are required to simulate step
responses in CFD. Singh and Baeder (1997) used a
surface-transpiration approach to directly calculate the
indicial response due to angle of attack using CFD.
Ghoreyshi, Jirásek, and Cummings (2012) have also
proposed an approach based on grid motion for CFD-
type calculation of indicial functions. In this article, the
indicial functions of aircraft are calculated using the
CFD and grid-motion approach. For motions at low
angles of attack and assuming incompressible flow,
only a single indicial function with respect to each
forcing parameter needs to be generated (Leishman

and Crouse, 1989). For compressible and high-angle-
of-attack flows, many indicial functions need to be
generated for different Mach numbers and angles of
attack. The generation of all these functions using
CFD is expensive and makes the creation of ROMs
time consuming. Note that these models are still much
cheaper than a brute-force approach, because the
ROMs based on indicial functions eliminate the need
to repeat calculations for each frequency.

A cost-effective unsteady-aerodynamic model needs
a mathematical description of indicial functions as a
function of angle of attack and Mach number.
However, this model is often unavailable for three-
dimensional configurations. It is more common to use
surrogate models, which are mathematical approxima-
tions of the true response of the system built using
some observed responses. By building surrogate models
using a few observed responses, the total cost of
modeling is reduced. In this article, a surrogate model
is used based on the kriging technique to model
indicial functions as a function of angle of attack and
Mach number. In this article, the creation of reduced-
order unsteady-aerodynamic models using indicial
functions is reviewed. Next, the flow solver and an
approach for CFD calculation of indicial functions are
described. A surrogate model, built using some
observed responses, is then described to approximate
indicial function at new Mach numbers and angles of
attack. The created ROM and the surrogate model are
then used for aerodynamic predictions of a generic
fighter configuration. The aircraft geometry and
validation of CFD predictions are presented. Finally,
the validity of ROMs is assessed by comparison of the
model output with time-accurate CFD simulations.

Formulation
Reduced-order aerodynamics modeling

The problem of predicting unsteady lift and pitch
moment responses of a generic fighter to pitching and
plunging motions is considered. Assuming these
motions could be started from different Mach
numbers, the Mach number is held constant during
each motion—i.e., V̇ 5 0. The unsteady and nonlinear
aerodynamic models used in this work are based on
aerodynamic indicial functions by using superposition
integrals. Tobak and colleagues (Tobak and Chapman
1985; Tobak, Chapman, and Schiff 1984) and
Reisenthel (Reisenthel 1997; Reisenthel and Betten-
court 1999) have detailed the superposition process for
the modeling of unsteady lift and pitch moment from
angle-of-attack and pitch-rate indicial functions.
Following their work, the time responses in lift due
to the step changes in angle of attack a and normalized
pitch rate q are denoted as CLa and CLq, respectively.

CFD Calculation of Indicial Functions

33(4) N December 2012 349



Tyssel, L. 2000b. The TRITET grid generation
system. In Proceedings of the 10th International Conference
on Numerical Grid Generation in Computational Field
Simulations, 16–20 September, Forth, Crete, Greece,
eds., International Society of Grid Generation.
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