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Detached-Eddy Simulation proposed by Spalart, Jou, Strelets, and Allmaras, is
applied to an axi-symmetric base �ow at supersonic conditions. Detached-Eddy Sim-
ulation is a hybrid approach to modeling turbulence that combines the best features
of the Reynolds-averaged Navier-Stokes and Large Eddy Simulation approaches. In its
Reynolds-averaged mode, it is currently based on either the Spalart-Allmaras turbulence
model or Menter's Shear Stress Transport model. In its Large Eddy Simulation mode, it
is based on the Smagorinski sub-grid scale model. The intended application of Detached-
Eddy Simulation is the treatment of massively separated, high-Reynolds number �ows
over complex con�gurations (entire aircraft, automobiles, etc.). Because of its intended
use for complex con�gurations, an unstructured grid solver Cobalt is used. The cur-
rent work incorporates compressible shear layer corrections in both the Spalart-Allmaras
based and Shear Stress Transport based DES models. The e�ect of these corrections on
both DES and RANS models is examined. Comparisons are made to the experiments
of Herrin and Dutton. Solutions are made on several grids � both structured and un-
structured � to test the sensitivity of the models and code to grid re�nement and grid
type.

Introduction

T
HERE are various techniques for the numeri-
cal prediction of turbulent �ows. These range

from Reynolds-averaged Navier-Stokes, to Large Eddy
Simulation, to Direct Numerical Simulation. Direct
numerical simulation (DNS) attempts to resolve all

scales of turbulence. Because DNS must model the
scales from the largest to the smallest, the grid reso-
lution requirements are very high, and increase dras-
tically with Reynolds number. Large eddy simulation
(LES) attempts to model the smaller, more homoge-
neous scales, while resolving the larger, energy con-
taining scales. This makes LES's grid requirements
less than those for DNS. To accurately resolve the
boundary layer, however, LES must accurately re-
solve the energy containing eddies in the boundary
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layer, which requires very small streamwise grid spac-
ing. The Reynolds-averaged Navier-Stokes approach
(RANS) attempts to solve for the time-averaged �ow.
This means that all scales of turbulence must be mod-
eled. Since the large scales for separated �ows are very
dependent on the geometry, RANS models often fail to
provide accurate results for these �ows. RANS mod-
els, however, can provide accurate results for attached
boundary layer �ows with minimal grid spacing re-
quirements. Spalart [1] provides a discussion of these
various techniques.

These techniques have very di�erent computational
requirements. Spalart et al. [2] estimated the com-
putational cost for an LES computation of a whole
aircraft. Their conclusion was that LES over a full
aircraft would not be possible for over 45 years. Their
estimate led to the formulation of Detached-Eddy Sim-
ulation, which attempts to combine the advantages of
LES and RANS into one model. The idea is that
RANS is used in the boundary layer, where it per-
forms well, with much lower grid requirements than
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LES. LES is then used in the separated regions. Shur
et al. [3] calibrated the model for isotropic turbulence,
and applied it to a NACA 0012 section. The model
agreed well with lift and drag predictions to 90 de-
grees angle of attack. Consantinescu and Squires [4]
applied Detached-Eddy Simulation to the turbulent
�ow over a sphere at several of Reynolds numbers. Is-
sues of grid resolution, numerical accuracy, and values
of the model constant were examined. The model was
compared to Large Eddy Simulation and Reynolds-
averaged models. Travin et al. [5] applied DES to a
circular cylinder at sub- and super- critical Reynolds
number, and obtained a grid converged solution that
agreed well with experiments. Strelets [6] presents nu-
merous cases using DES: cylinder, airfoil, backstep,
triangle in a channel, raised runway section, and a
landing gear. Although some cases showed very little
improvement over RANS, none performed worse than
RANS, and many performed far better.
Forsythe et al. [7] performed DES on the supersonic

axisymmetric base �ow of Herrin and Dutton [8, 9]
using an unstructured solver. Good solutions were ob-
tained only by dropping the DES constant. This paper
is an attempt to improve upon these preliminary re-
sults. A larger selection of grids is used to further
examine the sensitivity of the model to grid re�ne-
ment. SST based DES is used for the �rst time on
this �ow. Both RANS models and DES models are
run with and without compressibility corrections.

Flow Description / Experimental and
Computational Studies

An important form of separation found in super-
sonic �ow�elds is base �ow separation. This kind of
�ow is commonly found behind such objects as mis-
siles, rockets, and projectiles. The low pressure found
behind the base causes base drag which can be a siz-
able portion of the total drag. To make computational
�uid dynamics useful as a design tool, it is important
to be able to predict this base pressure accurately with
computational methods.

Fig. 1 Axisymmetric Base Flow � Expansion and
Shock Waves

A schematic of an axisymmetric base �ow is shown

in Figure 1, with pressure contours and streamlines.
The large turning angle behind the base causes sep-
aration, and a region of reverse �ow to form � the
separation bubble. The size of the separation bubble
determines the turn angle of the �ow coming o� the
back of the base, and therefore the strength of the ex-
pansion waves. A smaller separation bubble causes the
�ow to turn sharply, leading to a stronger expansion
wave, and lower pressures behind the base. Therefore,
small separated regions cause larger base drag than
large regions.
Directly behind the base, in the separation bubble,

the reverse �ow can be seen. The point along the axis
of symmetry where the streamwise velocity is zero, is
considered to be the shear layer reattachment point.
The further this point is from the base, the larger the
separation bubble is, and the higher you would expect
the base pressure to be. As the shear layer reattaches,
the �ow is forced to turn along the axis of symmetry.
This turning of the �ow, causes a reattachment shock
to be formed, as seen in Figure 1.
Figure 1 shows the time average of the �ow�eld. For

high Reynolds numbers, the incoming boundary layer
and the �ow behind the base will be turbulent, leading
to highly unsteady �ow behind the base. Bourdon et
al. [10] present planar visualizations of the large-scale
turbulent structures in axisymmetric supersonic base
�ows.
Dutton et al. [11] provides a good overview on

the progress on computing high-speed separated base
�ows. Several complicating factors in modeling this
�ow are presented:

1. The shear layer exists under highly compressible
conditions, i.e. at high convective Mach numbers.

2. The shear layer encounters a strong adverse pres-
sure gradient at reattachment

3. The expansion wave at the base corner in�uence
the the initial turbulence structure of the shear
layer

4. Strong streamline curvature at the reattachment
point

5. The enclosed recirculating region imposes a highly
energetic and nonuniform reverse velocity at the
inner edge of the shear layer

Goebel and Dutton [12] and Clemens and Mungal [13]
show that the turbulent structure in the shear layer
is altered by the compressible conditions, compared to
the incompressible case.
Early attempts to predict base �ows are summarized

by Delery and Lacau [14], and include the Chapman-
Korst component method, and the viscid-inviscid inte-
gral interaction technique of Crocco and Lees. �How-
ever, solution of the full, Reynolds-averaged Navier-
Stokes equations using currently available numerical
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methods o�ers the ability to more realistically pre-
dict the details of the base �ow�eld structure, i.e.,
to remove many of the assumptions inherent in the
component and integral techniques.� [11] Also, more
complex geometries require a more general approach
such as solving the RANS equations.
Attempts to solve afterbody �ows with the RANS

approach has been ongoing since the late 1970s. Put-
nam and Bissinger [15] summarize these early at-
tempts and conclude that the current (mid 1984)
methods were unable to accurately predict the pres-
sures after separation. They also recommended
that �the assessment criteria of numerical predictions
should be based on the surface pressure distributions
and �ow�eld characteristics and not simply on the
overall afterbody drag.� Petrie and Walker [16] tested
the predictive capabilities of RANS calculations by
soliciting solutions from a number of groups for a
power-on base �ow con�guration, for which they had
experimental data. The experimental data was not
released to the groups performing the calculations.
Many fundamental parameters such as the base pres-
sure magnitude and radial variation and recirculation
region size were not accurately predicted with large
variations among the di�erent groups.
More recently, several groups have obtained results

with much better agreement, including Benay et al.
[17], Caruso and Childes [18], Childs and Caruso [19,
20], Peace [21], Tucker and Shyy [22], Suzen et al. [23],
Forsythe et al. [26]. Factors that a�ected the accuracy
of the RANS simulation of these �ows included

1. Solution-adapted grid alignment in the high gra-
dient shear layer regions

2. Improved Turbulence modeling

(a) modeling the e�ects of compressibility

(b) modeling the e�ects of streamline curvature

Childs and Caruso [19] also suggested that �compari-
son of simply the base pressure between computation
and experiment, without any complementary �ow�eld
data, can lead to false conclusions regarding the accu-
racy of the numerical solutions, due to cancellation of
errors caused by inaccurate turbulence modeling and
insu�cient grid resolution.�
Dutton et al. [11] state that �the di�cult prob-

lem of turbulence modeling is the most critical out-
standing issue in the accurate RANS predictions of
these complex �ows.� Since Herrin and Dutton [9]
published their detailed experimental results on a
M=2.46 axisymmetric supersonic base �ow, several re-
searchers have performed RANS computations on this
�ow, attempting to �nd an accurate RANS turbulence
model. Sahu [24] used two algebraic turbulence models
(Baldwin-Lomax and Chow) and Chien's low Reynolds
number k-� model. Chuang and Chieng [25] published

results for three higher-order models: Chien's two
equation k-� model, a two-layer algebraic stress model,
and Shima's Reynolds stress model. Tucker and Shyy
[22] used several variations of two-equation k-�models,
including the original Jones-Launder formulation, and
extensions to allow improved response to the means
strain rate and compressibility e�ects. Both Sahu's
k-� computation and Chuang and Chieng's Reynolds
stress prediction of the base pressure was in reason-
able agreement with the experiments. However all of
the models poorly predicted the mean velocity and
turbulence �elds. Also, even though all three stud-
ies employed a �standard� k-� model, they obtained
substantially di�erent predictions of the base pres-
sure distribution. This points to possible dependence
on numerical implementation, grid resolution, turbu-
lence model implementation and boundary conditions.
Suzen et al. [23] tested several popular RANS mod-
els on a 2D base, and obtained good agreement for
base pressure by adding compressibility corrections to
Menter's model. Forsythe et al. [26] applied several
RANS models to the 2D and axisymmetric base. Al-
though the 2D base pressure was well predicted by
two equation models with compressibility corrections,
no model predicted the �at pressure pro�le for the ax-
isymmetric base.

Based on the unsatisfactory results of RANS calcu-
lations so far, other approaches such as Large Eddy
Simulation or Direct Numerical Simulation should be
considered. Dutton et al. [11] states that �In order to
avoid the di�culties inherent in turbulence modeling
for the Reynolds-averaged Navier-Stokes (RANS) ap-
proach, the Large Eddy Simulation (LES) or Direct
Numerical Simulations (DNS) techniques will eventu-
ally be applied to high-speed �ows.� Harris and Fasel
[27] performed DNS on a M=2.46 two-dimensional
base �ow with the goal of addressing �the nature
of the instabilities in such wake �ows and to exam-
ine the structures that arise from these instabilities.�
Fureby, Nilsson and Andersson [28] performed large
eddy simulation on the axisymmetric M=2.46 base
�ow of Mathur and Dutton [35], Herrin and Dutton [9],
including the e�ects of base bleed. Subgrid scale mod-
els used were the Monotone Integrated LES (MILES)
model, the one-equation eddy-viscosity model, and the
Smagorinski model. In general, agreements to experi-
ment were quite good. However the size of the recircu-
lation region was slightly under-predicted. A potential
source of error cited was the approaching boundary
layer thickness in the computations was smaller than
experimental. This is presumably because the grid res-
olution in the boundary layer was inadequate for an
LES computation, although the grid was not shown.

Forsythe et al. [7] applied Detached-Eddy Simula-
tion on the supersonic axisymmetric base �ow using an
unstructured solver. The boundary layer was treated
entirely by RANS which was able to adequately pre-
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dict the boundary layer thickness prior to separation.
Two grids were used, with the coarse grid being clearly
inadequate. The �ne grid gave a DES solution that
agreed quite well with experiments if the DES model
constant was dropped enough. Although the good
agreement with the experiments was encouraging, the
lack of a grid re�ned solution and the need to adjust
the DES constant kept the results from being con-
clusive. Additionally, the poor performance of the
Spalart-Allmaras RANS model on this �ow created
skepticism on the part of the author that the Spalart-
Allmaras model was a good base for a hybrid model for
this �ow. Menter's models and Wilcox's k � ! model
performed far better than the Spalart-Allmaras model,
especially when compressibility corrections were in-
cluded.
Baurle et al. [29] later explored hybrid RANS/LES

for the supersonic axisymmetric base �ow. A bound-
ary layer code was run prior to the base to obtain a
fully turbulent velocity pro�le of the correct thickness
just prior to the base. Then a Monotone Integrated
Large Eddy Simulation (MILES) was performed in the
base region. This approach allowed the authors to
examine numerical issues apart from modeling issues
since a pure LES approach was used behind the base.
The agreement with experiments was quite good.
The current paper is an attempt to resolve many

of the issues revealed in the previous study [7] in or-
der to build con�dence in DES for compressible �ows.
Four grids (both structured and unstructured) are
used to examine the sensitivity of the DES model to
grid re�nement and grid type. DES based on Menter's
Shear Stress Transport model is applied to determine
the sensitivity of DES on the RANS model for this
�ow. Compressibility corrections are applied to both
Spalart-Allmaras and Shear Stress Transport based
DES. Comparisons are made to LES and RANS so-
lutions.

Governing Equations/Flow Solver
The unstructured �ow solver Cobalt was chosen be-

cause of its speed and accuracy. Cobalt is a commercial
version of Cobalt60. The relevant improvements in the
commercial version for this study were the inclusion of
SST based DES, faster per-iteration times, ability to
calculate time-averages and turbulent statistics, an im-
proved spatial operator, and improved temporal inte-
gration. Strang et al. [30] validated the code on a num-
ber of problems, including the Spalart-Allmaras model
(which forms the core of the DES model). Tomaro et
al. [31] converted Cobalt60 from explicit to implicit, en-
abling CFL numbers as high as one million. Grismer
et al. [32]. then parallelized the code, yielding a linear
speedup on as many as 1024 processors. Forsythe et
al. [26] provided a comprehensive testing/validation of
the RANS models: Spalart-Allmaras, Wilcox k�!,and
Menter's models

Parallel METIS domain decomposition library of
Karypis and Kumar [33], Karypis et al. [34] is incorpo-
rated in Cobalt. ParMetis divides the grid into nearly
equally sized zones that are then distributed one per
processor.
The Navier-Stokes equations are solved in an inertial

reference frame. The primitive variables can be seen
as either being time averaged or spatially averaged
depending on whether Detached-Eddy Simulation is
operating in a Reynolds-averaged mode or Large Eddy
Simulation mode. In integral form, the Navier-Stokes
equations are:

@

@t

ZZZ
V

QdV +

ZZ
S

(f {̂+ g|̂+ hk̂) � n̂ dS

=

ZZ
S

(r{̂+ s|̂+ tk̂) � n̂ dS

where:

Q =

266664
�
�u
�v
�w
�e

377775 f =

266664
�u

�u2 + p
�uv
�uw

u(�e+ p)

377775

g =

266664
�v
�uv

�v2 + p
�vw

v(�e+ p)

377775 h =

266664
�w
�uw
�vw
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(1)

r =

266664
0
�xx
�xy
�xz
a

377775 s =

266664
0
�xy
�yy
�yz
b

377775 t =

266664
0
�xz
�yz
�zz
c

377775 (2)

Here a = u�xx + v�xy + w�xz + kTx, b = u�xy +
v�yy +w�yz + kTy, and c = u�xz + v�yz +w�zz + kTz;
V is the �uid element volume; S is the �uid element
surface area; n̂ is the outward-pointing unit normal to
S; {̂, |̂, and k̂ are the Cartesian unit vectors; � is the
density; p is the pressure; u, v, and w are the velocity
components; e is the speci�c energy per unit volume;
T is the temperature; k is the thermal conductivity;
and �xx, �yy, �zz , �xy, �xz, and �yz are the viscous
stress tensor components. The ideal gas law closes
the system of equations and the entire equation set is
non-dimensionalized by freestream density and speed
of sound.
The semi-discrete form of the equations is:

Vi dQi

dt
+

NiX
M=1

(fM {̂+ gM |̂+ hM k̂) � n̂MSM

=

NiX
M=1

(rM {̂+ sM |̂+ tM k̂) � n̂MSM
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where the subscripted i and superscripted M denote
quantities for the ith cell and the M th face of cell i,
respectively, and Ni is the number of faces bounding
cell i.
To model the e�ects of turbulence, a turbulent vis-

cosity (�t) is provided by the turbulence model. To
obtain kt, a turbulent Prandtl number is assumed (0.9)
with the following relation: Prt =

cp�t
kt

. In the gov-
erning equations, � is replaced by (� + �t) and k is
replaced by (k + kt).

Spalart-Allmaras Model
The Spalart-Allmaras (SA) one-equation model [36]

solves a single partial di�erential equation for a vari-
able e� which is related to the turbulent viscosity. The
di�erential equation is derived by �using empiricism
and arguments of dimensional analysis, Galilean in-
variance and selected dependence on the molecular
viscosity.� The model includes a wall destruction term
that reduces the turbulent viscosity in the log layer
and laminar sublayer and trip terms that provides a
smooth transition from laminar to turbulent. For the
current research, the trip term was turned o�.

De�
Dt

= cb1 eS e� � cw1fw

�e�
d

�2
(3)

+
1

�

h
r � ((� + e�)re�) + cb2 (re�)2i

The turbulent viscosity is determined by

�t = e� fv1 fv1 =
�3

�3+c3v1
� � e�

� (4)

S is the magnitude of the vorticity, and the modi�ed
vorticity is:

eS � S + e�
�2d2 fv2 fv2 = 1� �

1+� fv1
(5)

where d is the distance to the closest wall. The wall
destruction function, fw, is:

fw = g

�
1 + c6w3
g6 + c6w3

� 1

6

(6)

g = r + cw2(r
6 � r) r � e�

eS�2d2
(7)

The closure coe�cients are given by:

cb1 = 0:1355 � = 2
3 cb2 = 0:622

� = 0:41 cw1 =
cb1
�2 + (1+cb2)

� cw2 = 0:3
cw3 = 2 cv1 = 7:1

(8)

Compressibility Corrections

Spalart [37] suggested the use of the compressibility
correction of Secundov [38]. The following destruction
term is added to right-hand-side of Equation 3

�C5e�2Ui;jUi;j=a2 (9)

where a is the speed of sound, and empirically C5 =
3:5. The term accounts for the reduced spreading rates
in a compressible shear layer by reducing the turbu-
lent eddy viscosity. Cases run with the compressibility
correction active are denoted by "CC".

Menter's Shear Stress Transport Model
Wilcox's k-! model is well behaved in the near wall

region, where low Reynolds number corrections are
not required. However, it is generally sensitive to the
freestream values of !. On the other hand, the k-�
equations are relatively insensitive to freestream val-
ues, but behave poorly in the near wall region [39].
This sensitivity seems to be a factor mainly for free
shear �ows, and does not seem to adversely a�ect
boundary layer �ows.
Menter [40, 41, 42] proposed a combined k-�, k-!

model which uses the best features of each model. The
model uses a parameter F1 to switch from k-! to k-�
in the wake region to prevent the model from being
sensitive to freestream conditions. The governing dif-
ferential equations are:

D

Dt
(�k) = �ij

@ui
@xj

� ���!k (10)

+
@

@xj

�
(�+ �k�t)

@k

@xj

�
D
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� ��!2 (11)
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@
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1

!
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To compute the switching function F1:

arg1 = min

 
max

 p
k

0:09!y
;
500�

�!y2

!
;
4��!2k

CDk!y2

!
(12)

CDk! = max

�
2��!2

1

!

@k

@xi

@!

@xi
; 10�20

�
(13)

F1 = tanh
�
arg41

�
(14)

The switching function also determines the value of
the model constants. If �1 represents a generic con-
stant of the k-! equations, and �2 represents the same
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constant for the k-� equations, then the model con-
stants used in Equations 10 and 11 are determined by:

� = F1�1 + (1� F1)�2 (15)

The model limits the turbulent shear stress to �a1k
where a1 = 0:31. The turbulent viscosity is given by:

�t =
�a1k

max (a1!; 
F2)
(16)

where 
 is the absolute value of vorticity. The func-
tion F2 is included to prevent singular behavior in the
freestream where 
 goes to zero. F2 is given by:

F2 = tanh
�
arg22

�
arg2 = max

 
2

p
k

0:09!y
;
400�

y2!

!

The model constants are shown in Table 1.
Set 1 (k-!)

�k1 = 0:85 �!1 = 0:5 �1 = 0:0750

�� = 0:09 � = 0:41 1 =
�1
��
� �!1�

2p
��

Set 2 (k-�)
�k2 = 1:0 �!2 = 0:856 �1 = 0:0828

�� = 0:09 � = 0:41 2 =
�2
��
� �!2�

2

p
��

Table 1 Menter's Shear Stress Transport model
coe�cients

Compressibility Correction

Menter did not include compressibility corrections in
his model. Suzen and Ho�mann [43], however, added
compressible dissipation and pressure dilatation terms
to the k-� portion of Menter's models. When Menter's
blending process is applied, the following equations re-
sult:

D

Dt
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��1M2
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+ 2� (1� F1)�!2
1
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� (1� F1)
p00d00

�t

where the pressure dilatation term is:

p00d00 = ��2�ij @ui
@xj

M2
t + �3��M

2
t (17)

and the closure coe�cients for the compressible cor-
rections are:

�1 = 1:0 �2 = 0:4 �3 = 0:2

By adding these corrections only to the k-� portions
of the model, the near wall solution (k-! portion) is
una�ected, as observed by Forsythe et al. [44]. Cases
run with the compressibility correction active are de-
noted by "CC".

Detached-Eddy Simulation
Detached-Eddy Simulation was proposed by Spalart

et al. [2]. The motivation for this approach was to com-
bine the best features of Large Eddy Simulation with
the best features of the Reynolds-averaged Navier-
Stokes approach. RANS tends to be able to predict
attached �ows very well with a low computation cost.
LES, on the other hand, has a high computation cost,
but can predict separated �ows more accurately.
The model was originally based on the Spalart-

Allmaras one equation RANS turbulence model de-
tailed above and in [36]. The wall destruction term is

proportional to (e�=d)2, where d is the distance to the
closest wall. When this term is balanced with the pro-
duction term, the eddy viscosity becomes: e� / Sd2,
where S is the local strain rate. The Smagorinski LES
model varies its Sub-Grid-Scale (SGS) turbulent vis-
cosity with the local strain rate, and the grid spacing:
�, i.e. �SGS / S�2. If, therefore, d is replaced by �
in the wall destruction term, the S-A model will act as
a Smagorinski LES model.
To exhibit both RANS and LES behavior, d in the

SA model is replaced by

ed = min (d; CDES�) (18)

When d � �, the model acts as a RANS model.
When d � �, the model acts as a Smagorinski LES
model. Therefore the model can be �switched� to LES
mode by locally re�ning the grid. In an attached
boundary layer, a RANS simulation will have highly
stretched grids in the streamwise direction. To retain
RANS behavior in this case � is taken as the largest
spacing of any direction (� = max (�x;�y;�z)). The
model was calibrated by Shur et al. [3] using isotropic
turbulence to give CDES of 0.65. Although CDES was
reduced previously [7], the current study uses 0.65 for
all cases.
Strelets [6] introduced a DES model based on

Menter's Shear Stress Transport model. In the SST
model, the turbulent length scale is given by lk�! =
k1=2=(��!). The DES modi�cation replaces the length
scale by ~l = min(lk�! ; CDES�) in the dissipative
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term of the k-transport equation. I.e. the dissi-
pation term is Dk

DES = �k3=2=~l. Since the com-
pressibility corrections outlined above are designed to
decrease the turbulence length scale, it was decided
to include them in the equation for ~l, i.e. lk�! =
k1=2=(��

�
1 + �1M

2
t (1� F1)

�
!) Since Menter's SST

is based on a blending of k � � and k � !, Strelets [6]
calibrated the model by running both the k � � and
k � ! DES models on isotropic turbulence. This lead
to Ck��

DES = 0:61 and Ck�!
DES = 0:78. The traditional

blending function was used to blend between the two
constants � i.e. CDES = (1 � F1)C

k��
DES + F1C

k�!
DES .

The recommended constants were used in the current
study.
Cobalt accepts arbitrary cell types. For the current

study a combination of tetrahedrons and prisms were
used. This is in contrast to structured grids, which
use hexahedrals cells. Prisms were used in the bound-
ary layer, to reduce the number of cells needed, and
to increase the accuracy of the boundary layer com-
putation by increasing the orthogonality of the cells.
Previously, Forsythe et al. [7] used the longest edge
in each cell as �. However it was pointed out that a
tetrahedron with an edge length equal to a hexahedral
will have roughly 1/6 the volume (imagine a cube cut
into 6 tetrahedra). A more consistent method of de�n-
ing the length scale is used in the current study � the
longest distance between the cell center, and all the
neighboring cell centers. Since Cobalt is cell-centered,
this de�nition provides a length scale based on the dis-
tance between neighboring degrees of freedom.
In the current study, the streamwise and spanwise

grid spacing was slightly larger than the boundary
layer thickness, ensuring that the model was operating
in a RANS mode in the boundary layer (since d < �
in the boundary layer).

Results
Test Conditions

The experimental conditions for the axisymmetric
base of Herrin and Dutton [8] were matched in the cur-
rent computations. Freestream conditions of M=2.46
and a unit Reynolds number of 45 million per me-
ter were imposed as in�ow. With a base radius of
31.75mm, the resulting Reynolds number based on the
diameter was 2:858 � 106. The out�ow was supersonic,
so simple extrapolation was used as an out�ow con-
dition. The test conditions are summarized in Table
2.

Grids

Two unstructured grids and two structured grids
were used in the current study to examine the e�ects of
grid resolution and grid type. All grids used a cylin-
der of length 8R, where R is the base radius. This
length was determined by running Wilcox's boundary
layer code � EDDYBL [45] with the Spalart-Allmaras

M1 2:46

�1 0:7549 kg
m3

p1 3:1415 � 104 N
m2

T1 145K

Re 45�106
m

R 31:75mm
U1 = U0 593:8 m

sec

Table 2 Test Conditions for the axisymmetric base
�ow

Fig. 2 Coarse structured grid (SGC) - 330; 000 cells

Fig. 3 Coarse structured grid (SGC) closeup �
330; 000 cells

Fig. 4 Fine structured grid (SGF) - 2:60�10
6 cells
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Fig. 5 Fine structured grid (SGF) closeup � 2:60�

10
6 cells

Fig. 6 VGRIDns grid (VG) - 2:86� 10
6 cells

Fig. 7 VGRIDns grid (VG) closeup � 2:86 � 10
6

cells

Fig. 8 Gridgen grid (GG) � 2:75� 10
6 cells

Fig. 9 Gridgen grid (GG) closeup � 2:75�10
6 cells

model, to see what length was needed to match the
experimental momentum thickness.
The two structured grids were provided by Baurle et

al. [29], and are shown in Figures 2 through 5. The pro-
vided grids contained only a short portion upstream of
the base, so an additional set of points was added to
extend the cylinder upstream to 8R. Two grids were
used, with the �ne grid having twice as many points
in each coordinate direction. The grid densities of the
coarse and �ne grids were 330,000 and 2:60� 106 re-
spectively. The average �rst y+ for the coarse grid
on a Spalart-Allmaras calculation was 14, while the
�ne grid was half that value. This is well above the
recommended value of 1 [37]. Since Baurle et al. [29]
were using a separate boundary layer code to calculate
the boundary layer pro�le prior to the base, this spac-
ing was adequate. In the current study, however, the
boundary layer was treated with RANS, so the reso-
lution was inadequate. The out�ow was placed 10R
downstream, while the far�eld boundary was at 4.15R
from the axis of symmetry. The structured coarse and
�ne grids are denoted by SGC and SGF respectively.
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The two unstructured grids had the same basic di-
mensions as each other. The out�ow boundary was
placed 12R downstream. The experimental wind tun-
nel walls were modeled as a slip boundary at 10R from
the axis of symmetry. The �rst unstructured grid, pic-
tured in Figures 6 and 7 was created using VGRIDns
[46], and was used for previous computations [7]. Al-
though VGRIDns is a pure tetrahedral grid generator,
a Cobalt utility blacksmith was used to recombine the
tetrahedra in the boundary layer into prisms. The av-
erage �rst y+ spacing was 0.7 for the Spalart-Allmaras
model. Cells were concentrated in the shear layer
and in the separated region. The grid consisted of
2:86� 106 cells, and is denoted by VG.

The second unstructured grid was created with
Gridgen [47], and is pictured in Figures 8 and 9. This
grid was created using the concepts in the "Young-
Person's Guide to Detached-Eddy Simulation Grids"
[48]. Gridgen's multiblock unstructured gridding capa-
bility was used to pack points in the separated region
(or focus region) to give better LES resolution. Ap-
proximately half of the 2:75x106 cells were in a region
that extended 4R downstream, and 1.3R from the axis
of symmetry. The boundary layer consisted of prisms,
with an average �rst y+ spacing of less than 0.2 for
the Spalart-Allmaras model. This grid is denoted by
GG.

Calculation Details

A timestep study was performed previously [7].
Pressure was monitored at ten locations along the axis
of symmetry, and the timestep varied. Also, two full
DES calculations were done with a timestep that var-
ied by a factor of two, with little e�ect on the mean
�ow. The current calculations reduced the timestep
from 5:0 � 10�6 in the previous study to 3:2 � 10�6

. This gives a non-dimensional timestep (by base di-
ameter and freestream velocity) of 0.025. In the base
region, the velocities are far lower than the freestream
velocity, leading to local CFL numbers that are less
than one outside the boundary layer. The other pa-
rameters used for the temporal integration were two
Newton sub-iterations, 32 matrix sweeps, and a tem-
poral damping of 0.025 (inviscid) and 0.01 (viscous).
The calculations were run for 4000 iterations prior to
beginning to take time averages. Then statistics were
calculated internally by Cobalt for minimum 10,000 it-
erations. The code was run second order in both time
and space. RANS calculation were done with a CFL
of 1 � 106 to obtain a steady state solution rapidly.
Previous runs suggested that the RANS calculations
would not give an unsteady solution.

As in the previous study, asymmetries were observed
in the mean �ow. In the previous study, only 4000
total iterations were used to calculate time averages.
The current study showed that these asymmetries were
greatly reduced but not eliminated by running as many

SGC SGF VG GG

SA X
SA-CC X
SST X

SST-CC X
MILES X X X
DES-SA X X X X

DES-SA-CC X X X
DES-SST X X

DES_SST-CC X X

Table 3 Test Matrix

as 40,000 iterations. This many iterations was con-
sidered impracticable, so instead averages were taken
both in time, and in the azimuthal direction.

Calculations were performed on an IBM SP3 and a
Linux cluster. Between 32 to 256 processors were used.
With 256 processors, the most expensive calculations
(14,000 iterations, 2:85 � 106, DES-SST model) took
around 30 wall clock hours. The steady state calcu-
lations took about a tenth that time, since less than
2,000 iterations were necessary with less subiterations.

The test matrix for the turbulence models and the
di�erent grids is shown in Table 3. All of the RANS
runs were performed on the VGRIDns grid, since
RANS calculations on that grid were shown previously
to match well with a more �ne 2D structured grid (see
[26] and [7]).

RANS Results

U/U∞

Y
(m

m
)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

5

6

7

8

9

VG SA
VG SA-CC
VG SST
VG SST-CC
Experimental

Fig. 10 Boundary layer pro�le 1mm prior to the
base � RANS models

Figures 10 through 18 show results for the Spalart-
Allmaras and Menter's Shear Stress Transport RANS
models on the VGRIDns grid. As seen in Figure 10
both models, with and without the compressibility cor-
rections match the boundary layer thickness prior to
the base quite well. The shape of the velocity pro-
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Fig. 11 Pressure along the base � RANS models
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Fig. 12 Centerline velocity � RANS models
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Fig. 13 Mach contours behind the base � Spalart-
Allmaras on VGRIDns grid vs. Experiments
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Fig. 14 Mach contours behind the base �
Spalart-Allmaras with compressibility corrections
on VGRIDns grid vs. Experiments
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Fig. 15 Mach contours behind the base � Shear
Stress Transport on VGRIDns grid vs. Experi-
ments
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Fig. 16 Mach contours behind the base � Shear
Stress Transport with compressibility corrections
on VGRIDns grid vs. Experiments
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Fig. 17 Non-dimensional turbulent eddy viscosity
behind the base � Spalart-Allmaras with and with-
out compressibility corrections on VGRIDns grid
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Fig. 18 Non-dimensional turbulent eddy viscosity
behind the base � Shear Stress Transport with and
without compressibility corrections on VGRIDns
grid

�le is slightly di�erent than the experimental pro�le.
This discrepancy was previously seen by Forsythe et
al. [26] and later by Baurle et al. [29]. Baurle et
al. [29] performed a calculation of the actual con-
verging/diverging nozzle section to try to remove this
discrepancy, but it made little di�erence.

The base pressure is next examined in Figure 11.
The Spalart-Allmaras model predicts far too low of
a base pressure, with a slight variation. The com-
pressibility correction has a strong e�ect, putting the
results much closer to the experiments, but introduc-
ing a larger variation. The SST model without the
compressibility corrections does about as well as SA
with the correction, and with a �atter pro�le. The
compressibility correction then further improves the
pressure level, however it again introduces more vari-
ation. The centerline velocity behind the base is next
plotted in Figure 12. The SA model greatly underpre-
dicts the shear layer reattachment location. The peak
reverse velocity is overpredicted by the models with
compressibility corrections, which helps to explain the
increased variation in pressure along the base. Stream-
lines coming along the centerline towards the base
stagnate on the center of the base, leading to the high
pressure seen there. The Mach contours for SA with
and without the corrections are compared to the ex-
periments in Figures 13 and 14 respectively. The large
reduction in turbulent eddy viscosity seen in Figure
17 has the e�ect of increasing the separation bubble
size, which makes the turn angle at the base more
realistic, but allows a larger reverse velocity, which
leads to a larger variation in pressure. The SST model
starts with much lower turbulent viscosity than SA, as
seen in Figure 18, which allows for the larger separa-
tion bubble as seen in Figure 15. The compressibility
correction further reduces the levels of eddy viscosity,
increasing the size of the separation bubble further,
and increasing the peak reverse velocity (Figure 16).

MILES Results

Monotone Integrated Large Eddy Simulation
(MILES) uses the inherent dissipation in a numer-
ical scheme to act as the subgrid scale model[28].
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Fig. 19 Boundary layer pro�le 1mm prior to the
base � MILES
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Fig. 20 Pressure along the base � MILES
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Fig. 21 Centerline velocity � MILES
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Fig. 22 Mach contours behind the base � MILES
on the coarse structured grid vs. Experiments
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Fig. 23 Mach contours behind the base � MILES
on the �ne structured grid vs. Experiments

r/
R

0 1 2 3 4 5 6

-1

-0.5

0

0.5

1

<M>
3.2
3.03158
2.86316
2.69474
2.52632
2.35789
2.18947
2.02105
1.85263
1.68421
1.51579
1.34737
1.17895
1.01053
0.842105
0.673684
0.505263
0.336842
0.168421
0

Experimental

Numerical

Fig. 24 Mach contours behind the base � MILES
on the Gridgen grid vs. Experiments
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Fig. 25 Resolved turbulent kinetic energy behind
the base � MILES on the coarse structured grid vs.
Experiments
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Fig. 26 Resolved turbulent kinetic energy behind
the base � MILES on the �ne structured grid vs.
Experiments

MILES shares the same disadvantage as any subgrid
scale model close to the wall, unless wall functions
or a hybrid RANS/LES method is employed. To re-
solve rather than model the boundary layer, very �ne
streamwise and spanwise spacing must be used which
is cost prohibitive at high Reynolds numbers. The cell
spacing on the surface of the cylinder was on the or-
der of a boundary layer thickness which is su�cient
for RANS, but not LES. This resulted in an under-
prediction of the boundary layer thickness as seen in
Figure 19. This behaviour was also seen by Fureby,
Nilsson and Andersson [28] in his LES of the base �ow.

The coe�cient of pressure is next plotted in Fig-
ure 20. Large di�erences are seen as the grids are
varied. All grids, however, predict a �at pressure pro-
�le as seen in the experiments. This is likely due to
LES's capability to predict the unsteady �ow features
in contrast to RANS. The centerline velocity, shown
in Figure 21 shows similar variations on the di�erent
grids. The peak reverse velocity and location, and the
shear layer reattachment point are best predicted on
the GG and SGC grids. The �ne structured grid cal-
culates a larger peak reverse velocity further from the
base. Additionally the shear layer reattachment loca-
tion is moved further downstream. In light of these
discrepancies, it seems fortuitous that the �ne struc-
tured grid gives the best base pressure prediction.

Mach Contours are plotted for the three grids in Fig-
ures 22 through 24. The shear layer turns too sharply
for the coarse structured grid which causes the un-
derprediction of the base pressure. The Gridgen grid
exhibits the same behaviour to a lesser extent. The
�ne grid turns the correct amount but the shear layer
remains far too thin. Looking at the resolved turbulent
kinetic energy for the coarse and �ne structured grids
in Figures 25 and 26 may help to explain this phe-
nomenon. The peak turbulent kinetic energy is well
predicted on both grids, although at a slightly di�er-
ent location. k in the the shear layer is underpredicted
on both grids, likely due to insu�cient grid resolution
or time accuracy to calculate shear layer roll up. The
coarse grid actually overpredicts k directly behind the
base, which is puzzling since lower resolved turbulent
kinetic energy would be expected for coarser grids. A
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similar behaviour as been seen by Baurle et al. [29].
A possible explanation is that the coarse grid damps
out small scale structures, locking the �ow into a large
scale oscillation that is more energetic. Since the shear
layer roll up is not resolved the only mechanism for
the growth of the shear layer growth is laminar vis-
cosity and numerical dissipation. This could explain
the thin shear layer on the �ne grid since the increased
grid density would decrease the numerical dissipation.
The fact that the boundary layer is thin to begin with
adds to the error.

DES Results
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Fig. 27 Boundary layer pro�le 1mm prior to the
base � DES

r/R

<
C

p>

-1 -0.75 -0.5 -0.25 0
-0.2

-0.175

-0.15

-0.125

-0.1

-0.075

-0.05

-0.025

0

SGC DES-SA
SGC DES-SA-CC
SGF DES-SA
VG DES-SA
VG DES-SA-CC
GG DES-SA
GG DES-SA-CC
VG DES-SST
VG DES-SST-CC
GG DES-SST
GG DES-SST-CC
Experimental

Fig. 28 Pressure along the base � DES

Boundary layer pro�les for all DES runs are plot-
ted in Figure 27. The coarse and �ne structured grids
fail to predict the proper boundary layer thickness due
their large �rst y+ values of 14 and 7 respectfully. Also
coarse streamwise grid spacing may have contributed
to this under-prediction. All other pro�les match rea-
sonable well.

x/R

<
u>

/U
∞

0 1 2 3 4 5 6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8 SGC DES-SA
SGC DES-SA-CC
SGF DES-SA
VG DES-SA
VG DES-SA-CC
GG DES-SA
GG DES-SA-CC
VG DES-SST
VG DES-SST-CC
GG DES-SST
GG DES-SST-CC
Experimental

Fig. 29 Centerline velocity � DES
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Fig. 30 Mach contours behind the base � DES
Spalart-Allmaras on the coarse structured grid vs.
Experiments
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Fig. 31 Mach contours behind the base � DES
Spalart-Allmaras on the �ne structured grid vs. Ex-
periments
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Fig. 32 Mach contours behind the base � DES
Spalart-Allmaras on the Gridgen grid vs. Experi-
ments
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Fig. 33 Mach contours behind the base � DES
Shear Stress Transport on Gridgen grid vs. Exper-
iments
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Fig. 34 Mach contours behind the base � DES
Shear Stress Transport with compressibility cor-
rections on Gridgen grid vs. Experiments
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Fig. 35 Non-dimensional turbulent eddy viscos-
ity behind the base � DES Spalart-Allmaras with
and without compressibility corrections on Gridgen
grid
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Fig. 36 Non-dimensional turbulent eddy viscosity
behind the base � DES Shear Stress Transport with
and without compressibility corrections on Gridgen
grid
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Fig. 37 Resolved turbulent kinetic energy behind
the base � DES Spalart-Allmaras on the coarse
structured grid vs. Experiments
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Fig. 38 Resolved turbulent kinetic energy behind
the base � DES Spalart-Allmaras on the �ne struc-
tured grid vs. Experiments
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Fig. 39 Resolved turbulent kinetic energy behind
the base � DES Spalart-Allmaras on the Gridgen
grid vs. Experiments
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Fig. 40 Resolved streamwise turbulent intensity
behind the base � DES Spalart-Allmaras on the
Gridgen grid vs. Experiments
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Fig. 41 Resolved radial turbulence intensity be-
hind the base � DES Spalart-Allmaras on the Grid-
gen grid vs. Experiments
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Fig. 42 Resolved Reynolds stress behind the base
� DES Spalart-Allmaras on the Gridgen grid vs.
Experiments
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Fig. 43 Time-averaged coe�cient of pressure be-
hind the base � DES Spalart-Allmaras on the Grid-
gen grid

The base pressure is plotted in Figure 28. The coarse
structured grid is clearly under-resolved. The com-
pressibility correction aids the result somewhat, but
not signi�cantly. Aside from the coarse grid, the DES-
SA results are remarkably insensitive to the grid or
the presence of the compressibility corrections. The
SST results over predict the base pressure by 5-10%,
depending on the grid. The compressibility correction
moves the pressure towards the experimental values.

The centerline velocity plotted in Figure 29 exhibits
a similar behavior as the grid is varied. The coarse
structured grid is again under-resolved, giving a high
peak reverse velocity too close to the base. The fact
that MILES gives a much better result for base pres-
sure and centerline velocity on the coarse grid than
DES shows that there is a signi�cant e�ect of the
model on this grid in addition to the numerical er-
rors. The nature of DES is that the coarse grid limit

gives a RANS model. As the grid is re�ned the eddy
viscosity will drop lower than a RANS prediction, yet
may still be too high to allow an LES prediction.
Mach contours are compared to the experiments for

various models and grids in Figures 30 through 34. Be-
sides the coarse grid, the plots all look quite similar,
even when comparing SA based DES to SST based
DES. Figure 31 shows that DES is able to predict a
more realistic shear layer growth than MILES on the
�ne grid. Plots of resolved turbulent kinetic energy
(Figures 37 through 39) again suggest that the shear
layer roll up is not being calculated. The shear layer
growth is aided, however, by the presents of turbu-
lent eddy viscosity as seen in Figures 35 and 36. The
turbulent kinetic energy is underpredicted on all grids
(Figures 37 through 39), especially in the shear layer.
Grid re�nement should enhance the agreement to the
experiments, but since some turbulence is still being
modelled (especially in the shear layer), the mean �ow
properties are reasonable.
Figures 39 through 42 plot turbulent statistics for

DES-SA on the Gridgen grid. Although underpredict-
ing the statistics in general, the agreement is fair. The
resolved radial turbulence intensity is furthest from the
experiments. A plot of pressure coe�cient behind the
base is shown in Figure 43, although there is no exper-
imental data to compare it to. The constant pressure
region behind the base is evident, as well as the reat-
tachment shock that forms at x=R = 3:0.

Conclusion
A detailed testing of DES based on both the Spalart-

Allmaras and the Shear Stress Transport model was
conducted on the supersonic axisymmetric base of Her-
rin and Dutton [8]. Comparisons were made to the
Spalart Allmaras and Shear Stress Transport RANS
modes as well as LES. Compressibility corrections were
examined for the RANS and DES models.
Both the SA and the SST RANS models seem

"�awed" to begin with for this �ow. Mach contours
for both models are in signi�cant disagreement with
the experiments. Compressibility corrections aid the
models in predicting a more realistic level of pressure
on the base, but increase the variation of the pressure
due to the increased centerline velocity. LES, in con-
trast, predicts a �at pressure pro�le due to its ability
to model the unsteady �ow that helps equalize the base
pressure. LES has problems predicting the shear layer
growth for the current simulations. This error could
potentially be reduced by resolving the shear layer in-
stabilities. The error in predicting the boundary layer
thickness would be far more challenging to �x, since
at these high Reynolds number the boundary layer is
thin and would require an excessively �ne grid and
small timestep to resolve. DES predictions success-
fully predicted the boundary layer thickness prior to
the base, while retaining LES's ability to predict the
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�at base pressure pro�le.
Calculations were performed on two structured and

two unstructured grids to examine the e�ect of grid
resolution and topology. The DES calculations seemed
less sensitive to grid changes than DES, although the
coarse grid LES solution was superior to the DES so-
lution on that grid. Spalart Allmaras based DES pre-
dicted the base pressure to within a few percent on all
but the coarse grid. SST based DES predicted higher
pressures than the experiments (worst disagreement
was 10%). Compressibility corrections helped improve
the agreement with base pressure for the SST based
DES, however the turbulent eddy viscosity contours
were so similar it is di�cult to understand the rea-
son for the improvement. Compressibility corrections
had a negligible impact on Spalart-Allmaras based
DES. Unstructured gave solutions that agreed well
with structured grids and the experiments.
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