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The objective of this work is to assess the potential and limitations of current practice in computational 
fluid dynamic modeling in predicting vortical flowfields over a generic 53-degree swept diamond wing 
with rounded leading edges. This wing was designed under STO AVT Task Group 183 and has a constant 
NACA 64A-006 airfoil section with a leading edge radius of 0.264 percent chord. CFD simulations were 
run for different angles of attack at a Mach number of 0.15 and a Reynolds number of 2.7 ×106 based on 
the mean aerodynamic chord to match experiments. The wind tunnel experiments of the diamond wing 
were carried out in the Institute of Aerodynamics and Fluid Mechanics of the Technische Universität 
München, Germany and include aerodynamic lift, drag, and pitch moment measurements as well as 
span-wise pressure distributions at different chord-wise locations. This data set is used to validate the 
CFD results. The results presented demonstrate that the CFD compare well with the experiments at small 
angles of attack; the pitch moments predicted by the SARC turbulence model provide a better match to 
experimental results than the SA model at moderate angles of attack; and at high angles of attack, CFD 
predictions are not as good. The flow visualization results show that a leading-edge vortex is formed 
above the upper surface of the wing at an angle of attack of about eight degrees. This vortex becomes 
larger and stronger when the angle of attack is increased. With increasing angle of attack, the vortex 
formation point moves upstream and the vortex core moves inboard towards the wing center. Finally, 
the computational results show that the flow over the diamond wing is relatively steady throughout the 
range of angles of attack.

Published by Elsevier Masson SAS.
1. Introduction

Today’s modern fighter aircraft typically employ a delta wing 
configuration to reduce the wave drag at supersonic speeds. The 
aerodynamic performances of these delta wings are vastly differ-
ent from those known for the high-aspect ratio wings. In the latter 
case, the lift increases linearly with angle of attack in the attached 
flow region and then sharply decreases in the post-stall region [1]. 
The lift of a sharp delta wing has also an initial linear increase, 
but at an angle of attack of just few degrees there is an additional 
lift force to the attached flow lift which makes the lift-curve slope 
nonlinear. This additional lift, often called the vortex lift, is caused 
by the vortical flows formed above the wing [2]. The flow separa-
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tion point of a sharp delta wing is fixed at the leading edge [2]. 
This creates a strong shear layer along the wing edges which will 
then roll up into a pair of counter-rotating vortices over the up-
per surface on the two halves of the wing [3]. These vortices are 
called leading-edge vortices and their structures depend on the 
wing’s sweep angle, leading-edge geometry, wing thickness, and 
freestream conditions [4].

For a sharp-edged delta wing, the separation points are fixed at 
the leading edge for a considerable range of angle of attack [5]. The 
vortex strengths and vortex lift will therefore increase with the in-
crease in the angle of attack. At higher angles, however, vortices 
experience an abrupt transformation called the vortex breakdown 
which is an asymmetric phenomenon. In a vortex breakdown, the 
axial velocity component suddenly decelerates and the swirl com-
ponent of the mean velocity decreases due to the vortex core 
expansion [6]. The asymmetric vortex breakdown conditions re-
sult in additional moments in pitch, yaw, and roll with magnitudes 
as large or even larger than those obtained from traditional con-
trol surface deflections. The vortex breakdown may result sudden 
changes in pitch moment, loss of lift, and buffeting [7]. The sta-

http://dx.doi.org/10.1016/j.ast.2016.02.011
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/aescte
mailto:Mehdi.Ghoreyshi@usafa.edu
http://dx.doi.org/10.1016/j.ast.2016.02.011
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ast.2016.02.011&domain=pdf


104 M. Ghoreyshi et al. / Aerospace Science and Technology 57 (2016) 103–117
Nomenclature

a speed of sound. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m/s
C f skin friction coefficient, F/q∞ S
CL lift coefficient, L/q∞ S
Cm pitch moment coefficient, M̄/q∞ Sc
C p pressure coefficient, (p − p∞)/q∞
c mean aerodynamic chord. . . . . . . . . . . . . . . . . . . . . . . . . . . . m
cr chord length at wing root . . . . . . . . . . . . . . . . . . . . . . . . . . . m
F skin friction force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N
L lift force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N
M Mach number, V /a
M̄ pitch moment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N m
p static pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
p∞ freestream pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa

q∞ dynamic pressure, ρV 2/2 . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
Re Reynolds number, ρV c/μ
S planform area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m3

s semi span . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
t time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
V freestream velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m/s
x, y, z aircraft position coordinates

Greek

α angle of attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rad
β side-slip angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rad
ρ air density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/m3

μ air viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/(m s)
bility and control (S&C) and structural analysis of delta wings are 
therefore highly dependent on the ability to observe and accurately 
calculate the principle characteristics of vortical flows.

While the vortical flow behavior over slender wings with sharp 
leading edges has been studied extensively for over last few 
decades [8–10], much less is known about the formation of vor-
tices over wings with lower sweep angles and blunt leading edges. 
These types of wings are often incorporated in the designs of un-
manned combat aircraft vehicles (UCAV) [11]. For these wings, 
the vortex flow structure is very complicated and depends heav-
ily on the leading edge bluntness and the wing sweep angle. For 
delta wings with blunt tips, the leading edge separation point is 
also very sensitive to the boundary layer changes [12]. The blunt 
tip vortices can also have significant effects on the stability and 
control characteristics of a maneuvering aircraft at high angles of 
attack. The objective of this work is to assess the potential and lim-
itations of current practice in computational fluid dynamics (CFD) 
modeling for predicting vortical flowfields over a generic 53-degree 
swept diamond wing with blunt tips.

The diamond wing considered in this work was designed un-
der STO AVT Task Group 183. The wing planform is based on 
the SACCON UCAV geometry. The SACCON wing trailing-edge was 
swept forward by 26.5◦to form a diamond-shaped planform. The 
new wing has a constant airfoil section of NACA 64A-006 with a 
leading edge radius of 0.264 in percent chord. The wind tunnel ex-
periments of the diamond wing were carried out in the Institute 
of Aerodynamics and Fluid Mechanics of Technische Universität 
München, Germany and include aerodynamic lift, drag, and pitch 
moment measurements as well as span-wise pressure distributions 
at different chord-wise locations. This data set is used to validate 
CFD results.

This work is organized into four major categories. First a survey 
of the literature and theories pertaining to the delta wing vortical 
flows is provided. The flow solvers are then briefly described. Next, 
the test case is presented and the experimental setup is detailed. 
Finally, the simulation results will be discussed.

2. Vortical flows

The vortical flow behavior over delta wings is extremely com-
plex and differs substantially from sharp to blunt tipped wings 
and from nonslender to slender wings. Over the past few decades, 
most research on vortical flows was done on the vortices over 
slender sharp-edged delta wings [13]. Some early works in this 
field were reviewed by Sun [14] and most recently by Mitchell et 
al. [4]. In one of the earliest studies, Jensen (1948) [15] studied 
the low-speed flowfields and the lift and moment characteristics 
of a sweptback wing and a delta wing, both with a 65◦ sweptback 
Fig. 1. Jensen’s sketch of leading edge vortices over a delta wing at α = 20◦ [15].

leading edge and a double wedge symmetrical airfoil section. His 
results showed that two strong vortices are formed over the upper 
surfaces of both wings for angles of attack as low as 10◦ . A sketch 
of these vortices is shown in Fig. 1 for the delta wing case. Jensen’s 
work also showed that the lift curve slope increases for angles of 
attack above ten degrees.

It is well known that a sharp leading edge causes the bound-
ary layer to separate at the leading edge resulting a free shear 
layer. For a slender wing, the separated shear layers roll up into a 
pair of counter-rotating vortices over the upper surface on the two 
halves of the wing. The shear layer may exhibit instabilities that 
increase the vortical substructures and, therefore, the primary vor-
tex increases in both size and strength as it extends downstream. 
Ornberg [16] in 1954 showed that these leading edge vortices are 
stationary and form a low pressure region over the upper surface 
that will increase the lift. Notice that this additional lift comes at 
the expense of a drag penalty due to loss of leading-edge suc-
tion [17]. The leading edge vortices allow the onset of stall to 
be delayed to higher angles as well. For steady and inviscid flow, 
the vortex lift can be approximated to some extent by the lead-
ing edge suction analogy [18], linear slender wing theory [19], or 
detached flow methods [20]. The Polhamus’s leading edge suction 
analogy is probably the most widely applicable method to estimate 
the vortex lift of different planforms at different flight speeds. This 
analogy assumes that the vortex lift has the same magnitude as 
the potential-flow force which is lost because of the separation at 
the sharp leading edge [21]. The method has provided good results 
for attached vortices [18].

As the angle of attack increases, the cores of leading edge vor-
tices will move inboard and secondary vortices can be formed 
below the main vortices [22]. Ornberg [16] in 1954 and Mars-
den et al. [23] in 1958 found the existence of these secondary 
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vortices. They found that the secondary vortices form below and 
outboard of primary vortices with opposite circulation. Specifically, 
the primary vortices may separate near the wing surface because 
of the adverse pressure gradients in the spanwise direction [23]. 
These separated flows may then roll up to form smaller secondary 
vortices of the opposite sign of vorticity which tend to move the 
primary vortices inboard and upward [7].

Leibovich [24] showed that for a slender delta wing, each 
leading-edge vortex core is approximately one core diameter above 
the lifting surface of the wing. Over a nonslender wing, however, 
the vortices are formed much closer to the surface of the wing, 
therefore, the interaction of the secondary vortices with the shear 
layer of the primary vortex causes the primary vortex to split 
into a dual primary vortex structure [25]. Since the cores of vor-
tices over nonslender wing are much closer to the surface and its 
boundary layer, the flow over nonslender wings is more sensitive 
to Reynolds number than flows over slender wings [25]. The vorti-
cal flow separation also occurs at lower angles of attack compared 
with a slender delta wing [11].

The leading-edge vortices have significant effects on the aero-
dynamic behavior of aircraft; they form regions of high vorticity 
and low-pressure over the upper wing surface that cause a nonlin-
ear increase in lift until the maximum attainable lift with attached 
flow [8]. At high angles of attack, the vortex structures change dra-
matically, leading to vortex breakdown, which is known to cause 
nonlinear aerodynamic behavior. Vortex breakdown is character-
ized by a sudden deceleration of the axial flow in the vortex core, 
a decrease in circumferential velocity, and an increase in the vortex 
size and turbulent dissipation [26]. The onset of vortex breakdown 
starts from the trailing edge of the wing and moves forward on 
the wing with increasing angle of attack until, at sufficiently high 
angle of attack, the flow is dominated by the periodic wake shed-
ding encountered over bluff bodies [27]. Note that a slender wing 
attains its maximum lift and stalls approximately when the onset 
of vortex breakdown crosses the trailing edge, while wings with 
smaller sweep angles stall when the onset of vortex breakdown 
moves towards the wing apex [26].

One of the methods to reduce the vortex drag is using a 
rounded leading edge [28]. While the leading edge suction is (nor-
mally) lost in the sharp edges, a large portion of the leading-edge 
suction is restored in a round edge and hence the drag force be-
comes smaller. However, the blunt tips fundamentally change the 
vortical flow behavior and structure. On delta wings with rounded 
leading edges, the flow separation point is not fixed at the leading 
edge and depends on the Reynolds number and the leading edge 
curvature. The origin of the leading edge vortex is at the delta 
wing apex for a sharp-edged wing but it is further downstream 
for a rounded tip [29]. The leading-edge vortices from sharp edges 
are steady for a wide range of angles of attack. Only if the an-
gle of attack increases greatly, these vortices become unsteady and 
separate starting from the trailing edge of the wing. The flow at 
blunt nose, however, separates at moderate to high angles of at-
tack starting from an outboard and aft location near the trailing 
edge [29].

2.1. CFD solvers

Cobalt and Kestrel flow solvers are used in this work. Both 
codes originated from the Air Vehicles Unstructured Solver (AVUS, 
formally known as Cobalt60) that was developed at the Air Force 
Research Laboratory (AFRL) [30–32]. Cobalt is now a commercial 
code whilst Kestrel is being developed by the U.S. Department of 
Defense as part of the CREATETM-AV program.

Both codes solve the unsteady, three-dimensional and com-
pressible Navier–Stokes equations in an inertial reference frame. 
The Navier–Stokes equations are discretized on arbitrary grid 
Fig. 2. The SACCON geometry.

Fig. 3. SACCON thickness and leading-edge radius. This picture is adapted from 
Ref. [46].

Fig. 4. Diamond wing concept. This picture is adapted from Ref. [46].

topologies using a cell-centered finite volume method. The founda-
tion of the inviscid solver is Godunov’s first-order exact Riemann 
method [33]. Second-order accuracy in space is achieved using 
the exact Riemann solver of Gottlieb and Groth [34], and least 
squares gradient calculations using QR factorization. To acceler-
ate the solution of the discretized system, a point-implicit method 
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Fig. 5. Diamond wing geometry.
Fig. 6. NACA 64A006 airfoil section used in the diamond wing.

Fig. 7. Diamond wing mesh.

using analytic first-order inviscid and viscous Jacobians is imple-
mented. A Newtonian sub-iteration method can be employed to 
improve time accuracy of the point-implicit method. Both Cobalt 
and Kestrel have a range of turbulence models available for use in-
cluding the Reynolds-Averaged Navier–Stokes (RANS) method and 
also the hybrid delayed detached eddy simulation (DDES) method. 
The turbulence models of Spalart–Allmaras (SA) [35] and SA with 
a rotation and curvature correction (SARC) [36] are used in this 
work.
Fig. 8. The AVT-183 diamond wing at the Technische Universität München wind 
tunnel [43].

Fig. 9. Pressure tap locations. Tap locations of x/cr = 0.305 and x/cr = 0.405 are not 
labeled in the picture.

3. Test case

The diamond wing used for this work was designed within the 
NATO RTO task group AVT-183. The objective of this task group 
was reliable prediction of separated flow onset and progression for 
air and sea vehicles. The AVT-183 wing is based on the SACCON 
UCAV geometry of the AVT-161 research program [37] but it re-
tains a simple and less complicated design compared to SACCON. 
In more details, the SACCON has a lambda wing planform with a 
leading edge sweep angle of 53◦ as shown in Fig. 2. The main sec-
tions of the SACCON model are the fuselage, the wing section, and 
wing tip. The configuration is defined by three different profiles at 
the root section of the fuselage, two sections with the same pro-
file at the inner wing, forming the transition from the fuselage to 
wing and the outer wing section.
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Fig. 10. Cobalt predictions with the SA turbulence model; M = 0.15 and Re = 2.7 × 106.
The spanwise distributions of thickness in percent chord and 
leading-edge radius of SACCON are shown in Fig. 3. According to 
this figure, the leading edge radius is sharp at the root chord and 
then increases in the spanwise direction up to the intersection be-
tween fuselage and wing and then decreases. Fig. 3 also shows 
that the thickness ratio in spanwise direction decreases. Finally, 
the outer wing section profile is twisted by 5◦ around the lead-
ing edge to reduce the aerodynamic loads and shift the onset of 
flow separation to higher angles of attack.

The combination of sweep angle with sharp-blunt leading edges 
and the twist angle makes the flow around SACCON very compli-
cated and difficult to predict even for static conditions [38–40]. 
This is due to formation of an apex vortex and a tip vortex which 
are formed by the onset and progression of the flow at the sharp 
and blunt leading edges at moderate angles of attack. At higher 
angles of attack these vortices become stronger and the onset of 
the tip vortex moves inboards. Over a small range of angle-of-
attack, two vortices merge and coalesce to form much a stronger 
and deeper vortex which suddenly changes the pitch moment val-
ues. At higher angles, vortices breakdown and again cause severe 
pitch moment changes.

For all the above reasons, while CFD results of AVT-161 match 
each other at small angles of attack, they predicted different values 
at moderate to high angles of attack; none of codes could match 
the SACCON experimental data for the full range of angles of at-
tack. To follow up the vortex flow studies of AVT-161 and gain 
information to understand why some CFD codes miss or match 
the leading-edge separation aerodynamics of interest, the work of 
AVT-183 has been focused on a new geometry with simpler de-
sign complexity than the SACCON. The new wing has a constant 
radius blunt leading edge in spanwise direction. The thickness ra-
tio is also constant and the wing is non-twisted. In addition, the 
trailing edge has swept forward 26.5◦to form a diamond wing. This 
design has been compared with the SACCON geometry in Fig. 4.

Fig. 5 shows the diamond wing layout used in the wind tunnel 
experiments. The wind tunnel model was placed on a peniche with 
height of 9 cm to minimize the boundary layer effects from the 
wing tunnel wall. Fig. 5 shows that the wind tunnel model of the 
wing has a root chord of 1.2 m, slightly bigger than SACCON. The 
wing half span is approximately 0.65 m. The moment reference 
point (xmrp) is located at 0.49 m from the wing apex. A constant 
NACA 64A006 airfoil section was used. The airfoil sections at three 
spanwise locations are shown in Fig. 6.

A hybrid RANS mesh was generated for this model. The mesh 
was generated in two steps. In the first step, the inviscid tetra-
hedral mesh was generated from a clean configuration using the 
ICEM-CFD code. The inviscid mesh was then used as a background 
mesh by TRITET [41,42] which builds prism layers using a frontal 
technique. TRITET rebuilds the viscous mesh while respecting the 
size of the original inviscid mesh from ICEM-CFD. Mesh overview 
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Fig. 11. Comparison of SARC and SA predictions using Cobalt and Kestrel codes; first-order accuracy in time with one Newton sub-iteration were used; M = 0.15 and 
Re = 2.7 × 106.
is shown in Fig. 7. The grid has a symmetric configuration and 
contains 5.4 million points and 13.2 million cells.

4. Wind tunnel experiments

A half model of the diamond wing was built for wind tunnel 
testing. The model layout is shown in Fig. 5. The experiments of 
the diamond wing were carried out at the Technische Universität 
München subsonic wind tunnel. Fig. 8 shows the wing model with 
a peniche in the test section of this wind tunnel. The wind tunnel 
is operable in a closed- and open-circuit mode. The test section 
area is 1.80 m × 2.40 m with a length of 4.8 m. The wind tunnel 
maximum speed is about 65 m/s.

All experiments were conducted for an angle of attack sweep 
at a Mach number of 0.15 and a Reynolds number of 2.7 × 106

based on the mean aerodynamic chord of c = 0.8 m. To main-
tain turbulent flow at these low speeds and in ambient condition 
changes, transition trip dots were added to the diamond wing near 
the leading-edge [43].

An external six-component balance was used to measure the 
forces and moments acting on the model only and not the peniche. 
A stereo particle image velocimetry (PIV) technique was also used 
to measure flow field properties and detect vortical flows. The PIV 
technique was done with a laser and two cameras. The camera and 
laser positions are highlighted in Fig. 8. For each test with differ-
ent camera angles, about 400 images were captured. These images 
were processed using LaVision’DaVis software. The experimental 
data include averaged lift, drag, and pitch moment coefficients for 
all test runs over the range of tested angles of attack. Furthermore, 
the surface pressure coefficients were measured at different chord-
wise locations. These locations are shown in Fig. 9.

5. Results and discussion

Simulation conditions correspond to a Mach number of 0.15 
and a Reynolds number of 2.7 × 106 based on the mean aero-
dynamic chord of c = 0.8 m to match experimental conditions. 
Steady and unsteady simulations of the diamond wing were car-
ried out with different turbulence models and CFD solvers. All 
simulations used second-order spatial accuracy and an implicit 
temporal operator to advance the flow solution in time. How-
ever, the steady-state cases are first-order accurate in time and 
were computed with a CFL number of one-million. Unsteady com-
putations were performed using second-order temporal accuracy 
and three Newton sub-iterations based on our experience with 
aerodynamic predictions of similar vehicles. Notice that a large 
Newton sub-iteration will increase the computational cost. The 
effects of the time step on the predictions were evaluated for un-
steady simulations as well. Time step values used are 2 × 104 and 
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Fig. 12. Unsteady simulations using Cobalt and the SARC turbulence model. In all unsteady simulations, second order accuracy in time with three Newton sub-iteration were 
used. All unsteady coefficients are averaged values for last 3000 iterations; M = 0.15 and Re = 2.7 × 106.

Fig. 13. Convergence history of unsteady simulation with t = 4 × 10−5 s at α = 16◦ and using Cobalt and the SARC turbulence model.
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Fig. 14. Vortical flows over the AVT-183 diamond wing using Cobalt and the SARC turbulence model.

Fig. 15. Comparison of SA and SARC predictions with pressure tap data at α = 4◦; M = 0.15 and Re = 2.7 × 106.
4 × 105 s which correlate to CFL numbers of 9.0 and 1.8, respec-
tively.

The turbulence models considered include the SA model, SARC, 
and DDES-SARC [44]. Although, RANS models remain popular, hy-
brid RANS/LES (large-eddy simulation) models are still required 
for predicting unsteady separated flows. One hybrid RANS/LES ap-
proach is the Delayed Detached-Eddy Simulation (DDES) model 
originally proposed by Spalart et al. [44]. In this model, a turbu-
lence model is applied to the boundary layer region and LES is 
used for the separated regions. The approach is substantially less 
costly than LES, while it can achieve better accuracy than the RANS 
turbulence model for predicting separated flows [45]. Hoping that 
the DDES formulation will improve predictions of flows with mas-
sive separation which occur in a time-dependent manner, DDES 
simulations were performed in this work as well. All these sim-
ulations use second-order temporal accuracy and three Newton 
sub-iterations.

The computed overall lift, drag, and pitch moment coefficients 
using the SA turbulence model and Cobalt code are shown in 
Fig. 10 and compared to experimental data. These simulations are 
steady-state and correspond to an angle-of-attack sweep from 0 to 
20◦ with a 0.5◦ increment for the angles between 8 to 16◦ and one 
degree increment for all other angles. Two CFD data sets are pre-
sented in Fig. 10; in the first, simulations ran for 1500 iterations at 
all angles of attack; the second dataset corresponds to simulations 
that ran for 3000 iterations at some high angles of attack. Fig. 10
shows that the computed overall lift, drag, and pitch moment co-
efficients from both simulations match very well, indicating that 
the force and moment coefficients have already reached their final 
values at iteration 1500 and they do not change further in time.
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Fig. 16. Comparison of SA and SARC predictions with pressure tap data at α = 6◦; M = 0.15 and Re = 2.7 × 106.

Fig. 17. Comparison of SA and SARC predictions with pressure tap data at α = 8◦; M = 0.15 and Re = 2.7 × 106.
Fig. 10 shows that predictions of Cobalt using the SA turbulence 
model match very well with experiments at small angles of attack 
but they do not match as well at higher angles, except for the drag 
force. At high angles of attack, Cobalt lift predictions overestimate 
and pitch moment predictions underestimate the measurements; 
also the experiments show that there is a break in the pitch mo-
ment curve around 8◦ angle of attack. The Cobalt predictions using 
the SA model, however, show the break in pitch moment curve at 
a much higher angle (about 12◦).

Results of steady-state simulations with the SARC turbulence 
models are compared with experiments and predictions obtained 
from the SA model in Fig. 11. This figure shows Kestrel predictions 
as well. All simulations were again first-order accurate in time and 
were computed with a CFL number of one million. Fig. 11 shows 
that Cobalt and Kestrel predictions using the SA turbulence mode 
agree with each other at most angles of attack, particularly for 
lift and drag predictions. Differences between SA and SARC pre-
dictions were found to be small for Kestrel. Fig. 11 also shows that 
the SARC and SA turbulence model predictions using Cobalt are in 
good agreement with each other and experiments at small angles 
of attack. However, at moderate to high angles, Cobalt predictions 
from these turbulence models are different: the SARC drag values 
are slightly larger than the SA model and experiments; the lift co-
efficients from the SARC model are slightly smaller than predicted 
lift from the SA model and become closer to the experiments for 
angles of attack above 15◦ . The SARC pitch moment values agree 
well with experiments at moderate angles of attack but they are 
off for angles above 15◦ . The SARC model in Cobalt accurately pre-
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Fig. 18. Comparison of SA and SARC predictions with pressure tap data at α = 10◦; M = 0.15 and Re = 2.7 × 106.

Fig. 19. Comparison of SA and SARC predictions with pressure tap data at α = 12◦; M = 0.15 and Re = 2.7 × 106.
dicts the pitch moment break seen in the experiments. For this 
reason, Cobalt and SARC turbulence model are used in subsequent 
predictions.

Fig. 12 shows the effects of the time step size in the un-
steady SARC computations compared with the steady SARC predic-
tions using Cobalt. Unsteady computations were performed using 
second-order temporal accuracy and three Newton sub-iterations 
with time step sizes of 2 × 10−4 and 4 × 10−5 s. These unsteady 
simulations were ran for 6000 iterations and the overall forces and 
moments were averaged for the last 3000 iterations. The results 
in Fig. 12 reveal that discrepancies between the steady and un-
steady predictions are very small. Additionally, Fig. 13 shows the 
time histories of the lift and pitch moment coefficients with a time 
step of 4 × 10−5 s at α = 16◦ . This figure also shows the varia-
tions in lift coefficient for final 3000 time steps, though they are 
small.

Fig. 14 presents the flow visualization around the diamond 
wing at different angles of attack by using the SARC turbulence 
model and Cobalt code. At six degree angle of attack, the flow 
separates at the wing-tip near trailing edge due to considerable 
pressure difference between the lower and upper surfaces. This 
separated flow then rolls up into a small-size tip vortex which can 
be seen in Fig. 14(a). At about 8◦ angle of attack, a leading edge 
vortex is formed above the wing. This leading-edge vortex origi-
nates from about 0.4cr (the chord length at the wing root). The 
break seen in the pitch moment plot at 8◦ angle of attack was 
caused by the formation of the leading-edge vortex. This vortex 
merges with the tip vortex and a low pressure region is formed 
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Fig. 20. Comparison of SA and SARC predictions with pressure tap data at α = 14◦; M = 0.15 and Re = 2.7 × 106.

Fig. 21. Comparison of SA and SARC predictions with pressure tap data at α = 16◦; M = 0.15 and Re = 2.7 × 106.
above the upper surface around the vortex core. Vortices also in-
crease in size as they extend downstream. As the angle of attack is 
further increased, the leading-edge vortices become stronger and 
bigger; the vortex formation point also moves upstream. The cen-
ter of the vortex also moves inboard with increasing angle of at-
tack. At high angles of attack the peniche vortex is visible in the 
solutions.

More details of the flows around the diamond wing can be 
found in Figs. 15–22 which compare predicted pressure coefficients 
by the SA and SARC models with experiments for several angles of 
attack. In these figures, the corresponding pressure distributions 
on the upper and lower surfaces of the wing are shown. Fig. 15
shows that at all chord-wise locations, shown in the figure for 
α = 4◦ , CFD predictions from both turbulence models match well 
with each other and experiments. In all plots of this figure, moving 
towards the wing tip (i.e. y/s = 1) a positive and a negative pres-
sure gradients exist at the lower and upper surface, respectively. 
The pressure coefficient curves for α = 4◦ are smooth with a min-
imum pressure at the wing tip. Fig. 15 shows that no vortex-type 
flow is present for the range of chordwise locations considered.

Fig. 16 compares the pressure distribution plots at α = 6◦ . The 
pressure differences between the upper and lower surfaces are 
larger than plots at α = 4◦ . CFD pressure values match with exper-
iments almost everywhere. The largest discrepancies in plots can 
be seen at 0.6cr . At this location, the SARC model predicts a nega-
tive pressure coefficient region in the upper surface near the wing 
tip due to the tip vortex presence; the vortex core is located about 
y/s = 0.93. However, SA and experiment results do not predict the 



114 M. Ghoreyshi et al. / Aerospace Science and Technology 57 (2016) 103–117
Fig. 22. Comparison of SA and SARC predictions with pressure tap data at α = 18◦; M = 0.15 and Re = 2.7 × 106.
Fig. 23. SA and SARC solutions in Cobalt at α = 16◦ .

existence of such a vortex at this location and angle. Fig. 16 shows 
that at 0.6cr , there is a positive spanwise pressure gradient to-
wards the wing tip at the vortex boundaries. The lower surface 
pressure distributions at this angle of attack are smooth and have 
no interesting flow features present.

The pressure differences between the upper and lower surfaces 
at α = 8◦ even become larger. The lower surface pressure distribu-
tions show no interesting flow feature again as shown in Fig. 17. 
However, the upper surface has a strong negative dip at some 
chordwise locations due to the presence of a leading edge vor-
tex. The SARC model exhibits the vortex presence even at 0.395cr . 
As flow moves downstream, the predicted vortex becomes bigger 
(the dip becomes wider), however the pressure values become less 
negative. The SA predicts a vortex above the upper surface as well. 
This vortex is seen only at 0.6cr . Experiment results also exhibit a 
vortex starting around 0.5cr . Fig. 17 shows that pressure distribu-
tions predicted by CFD do not exactly match with experiments at 
and around vortex locations.

As angle of attack is increased to α = 10◦ , the SARC predicted 
vortex starting point moves further upstream to about 0.295cr as 
shown in Fig. 18. The vortex core also moves inboard towards the 
wing center. For example, Fig. 17 shows that for α = 8◦ at 0.395cr , 
the vortex core is located about y/s = 0.95; the vortex core is lo-
cated at about y/s = 0.85 for α = 10◦ . Experimental results show a 
vortex is formed starting at 0.395cr . The SA model predicts the vor-
tex starting point at 0.5cr . CFD data and experimental results show 
that the predicted vortex becomes larger in size and the pressure 
values become less negative as the flow moves upstream. Also, a 
positive spanwise pressure gradient is predicted towards the wing 
tip at the vortex boundaries by the simulation and experimental 
results.

At 12◦ angle of attack, experimental results show a vortex 
starting at 0.395cr ; the SARC and SA vortices now originate from 
0.295cr and 0.395cr , respectively. The vortices become bigger and 
induce more negative pressure regions as shown in Fig. 19. For 
example, at 0.6cr the vortex diameter is about 0.4 of half-span 
length. As the angle of attack is further increased, vortices pre-
dicted from CFD and experiments become much bigger. At high 
angles of attack, the pressure distribution becomes more uniform 
across the vortex at upstream locations. Figs. 20–22 show that for 
angles of attack greater than 14◦ , CFD predictions using the SARC 
turbulence model look inferior to the SA predictions. In more de-
tail, Fig. 23 compares the SA and SARC flow solutions at α = 16◦ . 
Figure shows that the SARC model predicts much stronger vor-
tices over the wing than the SA model. The SARC even predicts a 
peniche vortex at this angle, whereas no peniche vortex was found 
using the SA turbulence model.

Final results compare CFD predictions using DDES-SARC turbu-
lence model with experiments. DDES simulations ran for 12,000 
iterations using a second-order time accuracy and a time step of 
4 × 10−5 s. Lift, drag, and pitch moment coefficients were aver-
aged for the last 6000 iterations. Fig. 24 compares the DDES-SARC 
predictions with experiments as well as the SARC predictions. The 
results show that predictions from the DDES-SARC model do not 
match with experiments; the prediction curves are not smooth as 
well. Notice that the flow is steady-state at these angles as shown 
earlier and a DDES model probably do not much help to improve 
predictions. Note that DDES predictions largely depend on the grid 
spacing and the prediction of the boundary layer.

To compare the CFD predictions of this work with predictions 
made by other codes in the AVT-183 Task Group, Fig. 25 shows 
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Fig. 24. Unsteady simulations using Cobalt with SARC-DDES turbulence model. SARC-DDES cases ran for 12,000 iterations and coefficients were averaged for last 6000 
iterations; M = 0.15 and Re = 2.7 × 106.
the flow analysis and visualization of the diamond wing at 12◦
angle of attack. Fig. 25(a) shows the flow streamlines and pres-
sure coefficients over the upper surface around the leading edge. 
There is a thin region of rotating flow at where the upper and 
lower surfaces meet. On the upper surface, at a point of about 
(0.3, 0.219, 0) m, the flow separates from the surface and rolls 
up into a leading-edge vortex; the core of this vortex is clearly 
shown in Fig. 25(a). The vortex structure can be seen in Fig. 25(b). 
Fig. 25(c) shows the turbulent eddy viscosity ratio around the wing 
surface. Notice that strong eddy viscosity values are produced in 
the leading-edge vortex. The upper surface pressure and skin fric-
tion coefficients are also shown in Figs. 25(d) and (e), respectively. 
Finally, Fig. 25(f) shows the flow vectors at x = 0.7 m at 12◦ an-
gle of attack. The leading-edge vortex can be clearly seen in this 
figure.

6. Conclusions

While the vortical flow behavior over slender wings with 
sharp leading edges has been studied extensively for the last few 
decades, much less is known about the formation of vortices over 
wings with lower sweep angles and blunt leading edges. In the 
latter, the vortex flow structure is very complicated and depends 
heavily on the leading edge bluntness and the wing sweep angle. 
These vortices can have significant effects on the aircraft stability 
and control characteristics.

CFD potential and limitations for predicting vortical flowfields 
were investigated over a generic 53-degree swept diamond wing 
with blunt tips. The diamond wing considered in this work was de-
signed under STO AVT Task Group 183. The wing planform is based 
on the SACCON UCAV geometry. The SACCON wing trailing-edge 
was swept forward by 26.5◦to form a diamond-shaped planform. 
The new wing has a constant airfoil section of NACA 64A-006 with 
a leading edge radius of 0.264 in percent chord. The wind tunnel 
experiments of the diamond wing were carried out in the Institute 
of Aerodynamics and Fluid Mechanics of Technische Universität 
München, Germany and include aerodynamic lift, drag, and pitch 
moment measurements as well as span-wise pressure distributions 
at different chord-wise locations. This data set is used to validate 
CFD results.

Turbulence models considered included the SA model, SARC, 
and DDES with SARC. The results presented demonstrated that 
the pitch moments predicted by the SARC turbulence model pro-
vided a better match to experimental results than the SA model 
at moderate angles of attack. However, at high angles of attack, all 
pitch moment predictions were off. The flow visualization results 
showed that a leading-edge vortex is formed above the upper sur-
face of the wing at an angle of attack about eight degrees. This 
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Fig. 25. Flow analysis of the AVT-183 diamond wing at α = 12◦ using Cobalt and the SARC turbulence model; M = 0.15 and Re = 2.7 × 106.
vortex became larger and stronger as the angle of attack was in-
creased. With increasing angle of attack, the vortex starting point 
moved upstream and the vortex core moved inboard towards the 
wing root. The static pressure data showed that the SARC model 
predicts the leading-edge vortex at smaller angles of attack with a 
starting point further upstream compared to the experiments. On 
the other hand, the SARC model predicts at higher angles of attack 
with a starting point further downstream compared to the experi-
ments. The results also showed that for the range of angles of at-
tack considered in this work, the flow over the diamond wing was 
relatively steady, because the vortices were attached and station-
ary at each angle of attack. For this reason, predictions from the 
DDES-SARC model also did not match as well with experiments.
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